Modeling Networks with
Dynamic Topologies

Robert L. Moose Jr.

TR 88-32







Technical Report SRC 88-001

Modeling Networks with Dynamic Topologiest

Robert L. Moaose, Jr.

Systems Research Center
and
Department of Computer Science
Virginia Polytechnic Institute and State University
Blacksburg, Virginia 24061

January 1988

TThis research was supported in part by the Naval Sea Systemns Command under Contract No. NG60921-83-

G-A165 through the Sys-
tems Research Center at Virginia Tech.




ABSTRACT

Dynamic hierarchical networks represent an architectural strategy for employing adaptive
behavior in applications sensitive to highly variable external demands or uncertain internal con-
ditions. The characteristics of such architectures are described, and the significance of adaptive
capability is discussed. The necessity for assessing cost/benefit tradeoffs leads to the use of
queueing network models. The general model, a network of M /M /1 queues in a random environ-
ment, is introduced and then is simplified so that the links may be treated as isolated M /A{/1
queues in a random environment. This treatment yields a formula for approximate mean net-
work delay by combining matrix-geometric results {mean queue length and mean delay) for the
individual links. A discrete event simulation model is defined as a basis for cross-validation of
the analytic model. Conditions under which the analytic model is considered valid are identified

through comparison of the two models.

CR Categories and Subject Descriptors: C.2.1 [Computer-Communication Net-
works]: Network Architecture and Design — distributed networks, network topelogy, C.2.5
[Computer-Communication Networks|: Local Networks; G.3 [Probability and Statis-
tics]

General Terms: Design, Performance, Theory

Additional Key Words and Phrases: dynamic topology
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1. Introduction

This research addresses the analysis of a class of computer communication networks whose
members are referred to as dynamic hierarchical networks, or dynamic hierarchies. The dynamic
hierarchy is an architectural concept that represents a generalization of the conventional tree
structured architecture in which the network operates under a centralized, hierarchical mode of
control. An overriding characteristic of these conventional (static) hierarchies is that, at the root
of a tree-structured topology, there exists a single node that exercises primary control. Secon-
dary capabilities filter down through the remainder of the network in a hierarchical manner.

- With this basic characteristic in force at all times, if the topology is allowed to vary, the resul-

tant network is a dynamic hierarchical network.

The dynamic hierarchy is intended for applications in which it is possible and desirable to
distinguish among multiple scenarios, external situations or sets of internal conditions. Each
configuration (state of the topology} and apex node of the network corresponds to a different

scenario. Configuration changes coincide with changes in the scenario.

The scenario and configuration can be considered dependent on the state of an environment.

This view leads to a model of the dynamic hierarchy as a network of M/M/1 queues in a random



network, for each situation.

In some cases, variability of arrival rates is caused entirely or partially by changing condi-
tions inside the network. However, it remains possible, as an abstraction, to view variable inter-

nal arrival rates as being caused by variable external arrival rates (and a varying topology).

In either of these cases the arrival rates and the network are considered to be influenced by
an external environment. Each state of the environment corresponds to one of the scenarios (set
of external arrival rates or internal conditions), which are in one-to-one correspondence with net-

work configurations/potential apex nodes.

The assumptions that define the full model, a network of M/M /1 queues in a random

environment or RE-network, of the dynamic hierarchy include the following:
(1) Scenario changes occur according to a random (Markov) environment process.
(2) The network configuration for each scenario is given.

(3) When the environment process is in state ¢, messages with source node j and destina-
tion node k arrive at node 7 according to a Poisson process with rate fy(;k)

(4) Given the state of the environment process, the arrival processes of (3) are mutually
independent.

(5) Nodal processing times are negligible.

(6) Messages pass through the network in a store-and-forward fashion. That is, for each
source/destination pair f, k in configuration ¢, there exists a uniquely specified shor-
test path ¢(J‘,C) of links connecting nodes j and k. A message arriving at node j is
alternately stored at the source or an intermediate node and transmitted across the
next link in w,b(J‘,g (The symbol ¢ 4, without the superscript (1), is used in later sections
to denote the emphasis on logically dypamic hierarchies, in which message paths do
not vary with the environment state and configuration). Full receipt of the message s

required prior to each forwarding operation. The message departs the network follow-
ing its delivery to destination node k.

(7) At each node, there exists a separate first-come-first-served queue with unlimited
buffer space for each outgoing link. :

(8) Propagation times are negligible.
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(9) Each node possesses sufficient processing capability to operate all incoming and outgo-
ing links (transmissions) simultaneously.

(10) Links are physically capable of transmission in one direction only. Bidirectional
transmission is enabled by connecting nodes with link pairs whose components
transmit in opposite directions.

(11) Links are noiseless and error free.

(12) The lengths of arriving messages are exponentially distributed with mean L1 bits.

Additionally, at each intermediate node in the path of a message, upon entering ser-
vice, the length of the message is reset according to the same exponential distribution
(A variant of Kleinrock’s independence assumption [KLEL64, KLEL7 6]).

(13) The message length processes of (12) are mutually independent,

(14) The collections of processes of (3) and {12) are independent of each other.
For routing purposes, messages are assumed to be typed according to their source and desti-

nation (nodes). A Jk-message, a message with source 7 and destination k, arrives to node 7, fol-
lows 2 fixed (unique for each environment state) path 't,bg'k] of links through the network, and

deparis after reaching node k.

Now let N = {N(2); t > 0} be the process of network queue lengths, where
Mey=(Ny(), No(t), .. ., Ny(1))
and N({t) is the length (including the customer in service, if any) of queue / at time t. Then the

process of interest, (I, E) = {N(8), E(t); t >0} is a Markov process with state space

L
([><lSNr) X Sg, where SN: ={0,1,2, .. .} is the state space of a single queue length process.

It can be shown that in configuration ¢, the external arrival process to link 7 is Poisson with

rate Nf¥) = by 'yg-‘g. Briefly, on {E(t) = i}, the original external arrival processes are
{sk:tep ()

independent, Poisson with rates qg;) Thus, the superposition of the specified processes is Pois-
son with rate M{?) [CINE75]. Further, given the state of the environment process, these indivi-

dual link, external arrival processes are mutually independent, and the collection of these




processes is independent of the collection of service time (message length.) processes. Note that
}\’f‘) accounts for arrivals from outside the network only. The composite rate A[i) of message
arrivals to link ! in configuration ¢ includes contributions due to message forwarding inside the
network. In general, derivation of the )\["}’s requires detailed knowledge of the steady state mes-

sage flow rates,

2.2. Approximate Single Link Models

Symbols in bold type denote vectors. Depending on the context in which they appear, symbols in
normal, non-bold type denote matrices or scalars. The symbols 0 and 1 denote the appropriate

size vectors of zeros and ones, respectively.

The link model with instantaneous reconfigurations is defined as follows. Let
E={Ft);t> 0}, the environment process, be a Markov process with state space
Sg=1{1,2, ..., M}, irreducible generator @, and invariant probability vector
m = [x{1) w3, , ﬂ(M)]. On {E(¢) = ¢}, the composite arrival process to a link jis Poisson
with rate )\g-"), the length of a message entering service is reassigned according to an exponential

distribution with meap Ty message lengths are in'dependent, and the arrival and message length

taneously with environment state changes.
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Then the process (N, E) = {N(0)E(8)); ¢ = 0}, where N (t) is the queue length at time ¢,
is an RE-queue with arrival rate vector A ;= [)\?), )\gz), cel, )\_(,-M)} and service rate vector

o= [pC’j, we;, ..., #C,l. This joint process has a block-tridiagonal generator Q}. For the

stable queue [ﬂé ;< 1}, the stationary queue length/environment probabilities are given by
j

[INEUMS1, p, 258]

B=ml-R)RY t>¢

where RJ- is the minima] solution of

f¥AWﬂ+RﬂQ—AQ;+ppL+AQg=0

The vector z; has elements :cf), 3:,52), cen, a:,gM), where a:,g") is the stationary probability that the

queue length is £ and the environment state is 5.

Mean virtual walting time in the queue is [NEU'MSI, pp. 133-134]

Wy, =l — Rf)kéRfZ[‘{Q — Ak )T AW — Alp

HQ = Al )y A

Mean virtual time at link 7 (time in the queue plus service time) is

Sy; = Wy; + (mp e

not in reconfiguration periods proceeds as previously described.

This behavior is modeled by first adding the reconfiguration states Ig, 2, . . ., M, to the
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state space of the environment process to form the state space Sp. The generator of the environ-
1

ment process E, is defined so that, a transition into a state ¢ ¢ {1,2,. ., M} is preceded by a
sojourn in state i5- Thus, a Séquence of environment transitions has the form

. 1'0-—1-3'-43'0-->_7'—+k0—>k

Otherwise, X ; = \{'%, A0 3@ NN

B;= [,u-OJ-, ©e;, ue, rC;, L, ko, #C;l. The previously discussed resulis regarding the sta-

T .
ity condition is -H:L < 1, where 7 = [7r(1°), 71'(1)’71'(20), 71(2), c., W(MD), W{M)] is the invarjant proba-
)

bility vector of thig environment process.

kov process (1, E) is beyond the scope of this research, Further, the network Is not separable in
the sense that the product form networks of Kelly [KELF 79] (or others) are separable. To

decompose the network into a collection of single server (RE-) queues, an additiona] assumption
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formance. Note that for the remainder of the analysis it is assumed that reconfigurations are
instantaneous. That is, the first link model of Section 2.2 is employed. However, the network
model is valid and the analysis is similar when the link mode] with reconfiguration periods is
used.
The key assumption leading to a decomposition of the network is:
Departure process assumption: Assume that at each queue, the process of Jk-message
departures is statistically identical to the process of jk-message arrivals to that queue.
The following result now holds.
Theorem 1.

Given the departure process assumption

(1) For each link jk, each flow process of jk-messages in the network is a Poisson process

in a random environment, {an RE-Poisson process).

(2) The jk-arrival processes to a link I, for all jk such that / € ¥ 4, are mutually indepen-

dent given the environment state.

(8) The composite arrival process to each link is an RE-Poisson process.

proof:

First, the following characteristic of logically dynamic hierarchies is reiterated and its impli-
cation is noted: A Jk-message passes through the network over a unique, shortest path Y g
Since ¥ ;i is the shortest path from node J to node k, it contains no repeated links. Once a mes-
sage traverses ¢ ; and reaches node £, it departs the ne£work. Thus, indirect (and direct) feed-
back is not possible. Further, since the network is tree-structured and all queueing is FOFS with
single servers, overtaking is not possible. Complications due to feedback and overtaking there-

fore are absent from these networks.

The validity of (1) is established by observing that as a result of the departure process
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assumption, the jk-arrival process at node 7, which is a Poisson process in a random environ-
ment by definition, Propagates through the network to become a collection of RE-Poisson
brocesses of jk-messages arrivals to and departures from esch link in the path Vit The
members of this collection are srfatisticaliy tdentical to each other and to the jk-arrival process at

node §.

the flow of Jk-messages experience cycles or overtaking. F urther, for any / ¢ P ;i there exists
only one jk-arrival process to queue /. This jk-arrival process is the Propagation to queue [ of
the external Jh-arrival process to node j. The externa] Jk-arrival processes are mutually
independent given the environment state. It follows from the departure process assumption that
the propagations of the members of any subset of this coliection of précesses are mutually
independent given the environment state. Specifically, for each {, this independence property

holds among the Jk-arrival processes to queue /, for jk such that / ¢ Y ke

The third result follows from (1} and (2). For any {, for each jk such that / ¢ ¥ 4, on
{£(t) = i} the jk-arrival Process to queue ! is a Poisson Process with rate '75‘5) and the elements of
the collection of such processes at queue [ are mutually independent, Thus, on {E(t) = i} the

composite arrival process to link lis a Poisson process with rate A\f) = PN 75,’5) Therefore,
gkl e
b3

the composite arrival process to link ! is an RE-Poisson process with rate vector

M=

Corollary 1

Given the departure process assumption, queuve / in an RE-network is an RE-queue with
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arrival rate vector by = Y, M2 MM, where A = PR 7&})

by A
ke UJ*

2.4. Mean Network Delay

Theorem 1 and Corollary 1 show that the departuyre Process assumption has the desired
effect of simplifying a network (in a random environment) of queues of ynknown probabilistic
nature to a network of RE-queues with known arrival rates (The service Tates are known in any
case.} In this section, the individyal RE-queue results, which are summarized in Section 2.2, are

combined to derive a formula for approximate mean network delay.

Foreach je (1,2, ., L} let = NELND, A0 ang

R?A(uj) +R;Q ~ A(X +u;)] + A ;) =o.

.~ Then the stationary environment/quene length probabilities for queue ; are

Zig=mI—RIRY k>0

and mean virtual time at queue 7 is

5= w0 = ) BRE 5140 ~ ) @ — o
AR = A ) A k- 4 C
Define the following additiona] notation:
W i = network delay of 3 Jk-message.
T; = delay of a message at queune /,
T = network delay of 5 Imessage.
P jr = probability that 4 message is a Jk-message.

Then mean network delay is

T~ E|T]
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= L YE[T jk--message]P(ﬂc
ik

= ZEijE“ij]’

—_ EEPJL' 2 E[T;] sinee H’J.k = E 7,
k le p 4 1511_

—Imessage)

on { Jk—message} T =

Mo
The mean arrival rate of jk-messages is Z’ﬂ'(’)’yg-,) and the mean arrivg) rate of all messages

1s 22’271'(’)7(5) 27-(’)2{_775? 7{“’7“ where A1) — 2‘27(1_)
J ok i=1 i=I i=]

H

Now et

Ply= wez'g/zt of jk-traffic

2,14:)7(&)

_ I-—I

N Sﬂ(i)ﬂ;(i)

f=]

and suppose that mean time at quene / E[T)], can be approximated by mean virtual time at
queue /, 8. Thep mean network delay is approximated by

EEP Jkl E bVI
s 2 2 SVI
ik 27.( },’(x le "ﬁﬂ_

i=]

- E@M» 5,5 5 f,;w(f)vg?

=1 i=} .k =
Jk: le y’)ﬂ

where
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M .
=z 540
=1 ; F

Jk:ile '»bﬁ

NG

i=1
Note that A" is the composite arrival rate to queue J when the environment state is 5. Thus, X,

is the mean composite arriva) rate to queue /.

3. Simulation Model

A simulation model is employed in this investigation to provide confidence interval and
boint estimates that are used to assess the accuracy of the mean network delay approximation.
Specifically, in this cross-validation effort, the results of the two models are compared to deter-

mine the conditions under which the approximation is accurate.

Many details may be included 1n a simulation model. Decisions to include or exclude details
should be guided by the study objectives. The objectives of this study are stated roughly in the

previous paragraph. The accuracy of the mean network delay approximation is affected by the

actual time at a queue. For the comparison, a source is needed of results that may be viewed as
those of an exact RE-network (without the departure process assumption or the use of virtual
time at a quene). Thus, the dynamic hierarchy simulation model is mntended to represent the
behavior of an RE-network. It js important to note that the simulation results remain model
results. Neither the simulation nor the analytic model produce exact results for the dynamic

hierarchy, the real system of interest,

3.1. Model Structure

In line with the study objectives, the structure of the simulation model closely reflects that
of the analytic model. The components (objects or processes) of the model are message genera-

tor, message, node, link, and environment. Nodes are passive and hold routing tables that
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identify the next node and link in the path of a message. Nodes are connected (conceptually) by
links, which, as in the analytic model, are the servers. Each link contains an FCFS message
queue. A message enters the network at its source node, waits (possib]y) and receives service at
the links in its path, and departs the network at its destination node. The environment gen-
erates a Markov process of environment states that affect the network as described with respect

to the analytic model. Message generators supply messages according to RE-Poisson processes.

3.2. Model Implementation

The dynamic hierarchy simulation model js implemented in the SIMSCRIPT IL.5 t simula-
tion programming language using the process interaction world-view [RUSES3]. This implemen-
tation and the simulation experiments are done on the IBM system at Virginia Tech using the
CMS and MVS operating systems. The program comnsists of approximately 1025 lines of code
{(and in-line documentation) plus approximately 170 lines of introductory documentation.

Implementation counterparts of the previously mentioned modpl components are defined as
PROCESS|es) and ENTIT Y{s) in this program. Additionally, various attributes and routines are
defined at the SYSTEM level. ROUTINEs) include those for implementation of the environ-

ment transition mechanism, mmput/output, and support of the experiment design.

3.3. Experiment Design

The method of batch means is employed for experimentation and output analysis. Each rup

consists of a transient period and multiple, consecutive batches.

Estimation of the transient period length is accomplished through simulation runs with a
simple test network network and various sets of parameters, Six pilot runs are executed. Each

has a simulated run length of 1200 seconds. Runs 1,2, and 3 correspond to one set of parameters

T The original implementation was written in Simula 67 [BIRG73] but subsequently was translated to
SIMSCRIPT I1.5.
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and runs 4, 5, and 6 correspond to another. Within each group, {1,2,3} and 14,5,6}, different
runs are defined by using different stream values (or equivalently, using different initia] seeds) for

the SIMSCRIPT random variate routines,

Each pilot run is divided into batches of 250 messages. Within a batch, an observation is
accumulated for mean queue length at each queve, mean delay at each queue and mean network -
delay. At the end of each batch a moving average is calculated (updated) for each of these
means. In this way, the rup yields a collection of Séquences of time/moving average pairs— one

sequence for each of the means of interest.

The results of the pilot runs are com piled in graphs that are used to estimate the length of
the transient period in general. Two such graphs are shown in Figure 1. Figure 1(a) plots the
moving average for mean network delay in rups 1,2, and 3. Figure 1{b} plots the moving aver-

age for mean network delay in ruas 4, 5, and 6. Differences among the curves in g single graph
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Table 1. Observed Times to Reach Steady State
| performance measure transient period length

network delay 784.8485
456.0606
queue length 774.2424
636.3636
784.8485
710.6061
572.7273
938.6364
434.8485
615.1515
queue delay 790.1515
636.3636
742.4242
715.9091
562.1212
848.4848
721.2121
572.7273

As a conservative estimate that is expected to be sufficiently large for all cases of interest,
1200 seconds is chosen as the transient period length. For this network, approximately 24300 to
29400 messages pass through the network in that time. Therefore, in subsequent simulation
runs, it is assumed that steady state conditions hold upon the departure of the 30000th message.

Observations accumulated during the transient period are deleted.

3.4. Dependence of the Batch Means

It is believed that the statistical observations derived from a simulation generally are not

independent {See, for example [LAWAS2 p. 279). Thus, =, .. classical statistical analyses based
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on IID observations are not directly applicable® [LAWAS2 p. 279] in such situations and may
yield inaccurate results. With a batch means experiment design, the correlation among these

observations and the resultant adverse effects may be reduced by selecting a, large batch size.

3.5. Credibility Assessment

The steps taken to establish the credibility [BALOST?] of the simulation model include: (1}
design of the model in a structured manner, (2) implementation in a wel] known simulation pro-
gramming language, (3) extensive examination (desk checking) of the implemented code, (4) exe-

cution tracing, and (5) stress testing.

Regarding steps (1) and (2), the model was designed in a top-down fashion and subsequently
implemented in SIMSCRIPT IL5. The resultant mode] structure and implementation are

| described briefly in Sections 3.1 and 3.2, respectively, and in greater detajl in [MOORSS]. At

Vé,rious points in the implementation, débugging, and initial experimentation, the code was

examined (entirely or in part} to insure its agreement with the mode] design.

from a link at the same time jt arrives at the link (that is, no service time is zero), no two mes-

sages depart from the same link simultaneously, and messages do not overtake one another.
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Last, the environment events in the trace show that all intertransition times of the environment

are nonzero, and no one step transitions of the form i—7 occur.

For stress testing, the network topology, environment parameters, capacities, and mean
message length are identical to those used for runs 4, 5, and 6 in the determination of the tran-
sient period length. Different traffic matrices are generated such that utilization of the most
heavily utilized link (link 4} takes on the values 0.9, 0.95, 0.99, 0.995, and 0.999 in suceessive

experiments. The remaining links experience a corresponding increase in utilization.

The simulation output from these experiments does not show any unexpected behavior. As
expected, as the network load increases and P4 approaches 1, mean queye length and mean link
delay increase rapidly and would become unmanageably large for P4 sufficiently close to 1
(theoretically approaching co as p;~1). These mean values and the value of mean network delay
are given in Table 2. Although mean network delay experiences a significant increase, it remains
relatively small due to the moderating influence of the other links, whose utilization factors are

not close to 1.

Table 2. Network Performance Under Stress Testing

link 4 network
utilization | mean queue length | mean delay { mean delay

0.80 9.9069 1.0966 0.4963
.95 19.0543 2.0029 0.7707
0.99 165.8173 16.5834 4.7146
0.995 221.5103 22,1765 6.1974
0.999 301.3271 30.1893 8.2966

4. Comparison of Analytic and Simulation Models

As previously discussed, the purpose of the simulation model is to provide a means of vali-
dating the analytic model. More precisely, the comparison enables identification of dynamic
hierarchy topologies and parameters for which the analytic model yields accurate results by

determining those cases in which the analytic results fal]l within a 95-percent confidence interval
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generated by the simulation.

4.1. Test Networks

Topologies for the ten dynamic hierarchies are employed as a basis for the comparison. The
networks range in size from three nodes (and four links) to fourteen nodes (and twenty-six links).
Some of these networks are used to test certain hypotheses and others are intended to represent
typical dynamic hierarchies. For example, networks 1, 6, and 7 are used to examine behavior in
nonbranching networks in which messages arrive only to the end nodes and are destined only to
the end nodes. NetWorks 8, 9, and 10 are intended to represent typical dynamic hierarchies.

That is, they possess multilevel tree structures and are of moderate size.

Definition of the test networks is completed by specifying various sets of parameters for
each network. A set of parameters for a network consists of values for Eraffic madtrices, environ-
ment process generator (and the resultant stationary probability vector of the environment pro-
cess), link ca‘pacities, and mean message length. An ezperiment consists of applying the simula-
tion model and analytic model to one topology and parameter set (The terms topology and net-

work will be used interchangeably where no ambiguity will result.)

The parameter sets are used to examine network behavior under conditions of interest and
to represent those of typical dynamic hierarchies. All of the barameter sets are used to test the
effect of different levels of link utilization. Approximate values of link utilization are listed in
Table 3 T. Each network has at least one experiment with medinm (0.4 - 0.5) link utilization and

at least one with high (0.85 - 0.9) link utilization.

t Due to the method of selecting arrival rates and capacities, link utilization factors within a given
experiment tend to be approximately equal.
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Table 3. Representative Link Utilization Levels
network parameter set link utilization

1to7 0.4444
0.2222
0.8889
0.4444
0.2222
0.8889
0.3555
0.1807
0.7230
0.4444
0.4444
0.8889
0.8889
0.4444
0.4444
0.8889
0.8889

10

Awwu.&ww»—-mmmww»—lwmw

In the parameter sets for networks 1 to 7, the arrival rate matrices are specified so that
messages arrive at end nodes and depart from end nodes. For example, in network 3, messages
destined for node 1 arrive at nodes 3, 4, and 5, and messages destined for nodes 3, 4, aﬁd 5 arrive
at node 1. Neither external arrivals nor departures to outside the network occur at node 2. In
other words, the network handles 3,1-, 4,1-, 5,1- 1,3-, 1,4-, and 1,5-traffic only. In networks 1, 6,
and 7, this type of traffic pattern enables examination of behavior as a single message stream (in
each direction) is propagated down a series of links. In networks 1 to 5, this type of pattern
enables examination of the effect of combining separate message streams into a new stream that
is transmitted across a single link and the effect of splitting a single message stream into dif-

ferent streams that are transmitted across separate links.

An additional aspect examined in the experiments on network 9 and network 10 is the effect
of increasing rates of environment transitions. For each of these networks, experiments 1 and 3
are performed with a specified environment process generator (which is different for each net-

work). Then, experiments 2 and 4 are performed on each network with an environment process
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generator that is equal to five times the original gererator. In this way, the stationary probabil-
ity vector of the environment process remains the same as the mean frequency of environment

transitions increases.

4.2. Comparative Results

The experimentation and comparison proceed as follows. For each experiment a simulation
is run. This run yields point and 95-percent confidence interval estimates for mean queue length
at each link, mean delay at each link, and mean network delay. Then the analytic model is used
to derive numerical values for mean queue length and mean delay at each link and mean network
delay for this experiment. A numerical value from the analytic model is considered accurate
{(with respect to the simulation results) if it is contained in the corresponding simulation gen-
erated confidence interval. Otherwise, it is considered inaccurate and the percentage difference

between it and the simulation generated point estimate is computed.

Tabulated resulfs for mean network delay for all test networks are given in Table 4. The
columns of this table contain the following data: network number, parameter set number, ana-
lytic value for mean network delay (matriz-geometric network T, simulation point estimate of
mean network delay (simulation network T}, endpoints of simulation confidence interval for mean
network delay (confidence interval left /right), indication of whether the analytic value lies within
the confidence interval (T in conf. interval), and for inaccurate analytic values, the percentage
difference between the analytic value and the simulation point estimate relative to the smmlatlon

point estimate (% matriz-geometric T from stmulation).
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Table 4. Comparison of Anslytic and Simulsation Models (Mean Network Delay)
matrix geometric | simulation confidence interval | T in conf. % matrix geometric T
parameter
network set network T network T lefy, right interval from simulation
1 1 0.1827 0.1840 0.1830 6.1851 no 0.7085
1 2 0.1266 0.1232 0.1205 0.1259 no 2.7957
1 3 1.0766 1.0402 (.9987 1.0837 yes -
2 1 0.1205 0.1229 0.1223 0.1235 no 1.9528
2 2 0.0842 0.0847 0.0843 0.0851 no 0.5903
2 3 0.6934 0.6804 0.6406 0.7201 ¥yes -
3 i 0.1168 . 0.1194 0.1184 0.1203- -.ono . 21776
3 2 0.0817 0.0826 0.0823 | 0.0829 1o 1.0896
3 3 0.6486 0.6516 [ 0.6228 | 0.5805 yes -
4 1 0.0794 0.0817 0.0810 0.0823 no 2.8152
4 2 0.0556 0.0562 0.0559 0.0565 no 1.0676
4 3 0.4548 0.4630 0.4432 0.4829 Yes -
5 1 G.0999 0.1072 0.1053 0.1081 no 6.8097
5 2 0.0683 0.0699 0.0695 0.0702 no 2.2850
5 3 0.6492 0.6768 0.6450 0.7086 yes -
6 1 0.1917 0.1904 0.1893 0.1915 ho 0.6828
i1 2 0.1342 (.1334 0.1330 0.133¢ no 0.5097
6 3 1.0547 0.9978 0.9541 1.0314 o 6.7048
7 1 0.3343 0.3403 0.3376 0.342¢ no 1.7632
7 2 0.2328 0.2342 0.2315 0.2369 yes -
7 3 1.7200 1.5463 1.4793 1.6133 no 11,2333
8 1 0.0268 0.0270 0.0269 0.0272 no 0.7407
8 2 0.0190 0.0191 0.0190 0.0192 yes -
8 3 0.1455 0.1492 0.1398 0.1587 Yes -
g 4 0.0237 0.0246 0.0244 0.0247 ne 3.6595
8 5 0.0181 0.0185 0.0184 0.0185 no 2.1622
8 6 0.0701 0.0711 0.0690 0.0733 yes -
9 1 0.0279 0.0284 0.0282 0.02886 no ) 1.7606
9 2 0.0276 0.0278 0.0276 0.0280 Yes -
9 3 0.1702 0.1685 0.1514 0.1755 yes -
g 4 0.1444 0.1452 0.1370 0.1534 yes -
10 1 0.0120 0.0120 0.0120 0.0121 Yyes -
10 2 0.0119 0.0119 0.0118 0.0119 yes -
10 3 0.0655 0.0639 0.0612 0.0666 Yyes -
10 4 0.0609 0.0615 0.0596 0.0635 Yyes -

Additionally, similarly structured tables (not included here) of results for the individual
links are constructed. Each table compares the matrix-geometric results for mean queue length
and mean delay for each link with the corresponding confidence interval and point estimates
from the simulation model.

Various conclusions can be drawn from th.ese comparisons. The primary positive conecly-

sions are:

(1)  The analytic results are aceurate for larger and more complex networks due to the
f

(2)  The analytic results are accurate under higher levels of link utilization




(085 < p; < 1.0).

(3)  The analytic results may become more accurate as the frequency of environment
transitions increase. '

(4)  In cases where the analytic results are marginally inaccurate or marginally accurate,
the departure process assumption leads to accurate analytic results for mean queue
length but the additional error induced by using mean virtual time at a Iink to
approximate mean (actual) time at a link causes Inaccuracy in the analytic results for
mean link delay. '

The primary negative conclusions are (See also the comment in (4) regarding mean link
delay):

(5)  The analytic results are inaccurate for simple networks, such as networks 1 to 7. For
tandem networks, such as networks 1, 6, and 7, the inaccuracy becomes more pro-
nounced as the length (number of links from one end to the other) increases.

(6)  The analytic values are inaccurate under low and medium levels levels of link utiliza-
tion (0.0. < p; < 0.75).

Conclusion (5) is supported by the comparisons for networks 1 to 5, parameter sets 1 and 2,
and all but one of the experiments on networks 6 and 7. Except in network 7, parameter set 2 1
analytic mean network delay is inaccurate in all cases. The analytic mean queue length and
mean link delay results are mixed. In the experiments on networks 2 to 5, analytic mean quene
'Iength generally is accurate. In the experiments on networks 1, 6, and 7, this mean generally is

inaccurate. Analytic mean link delay is inaccurate in these experiments.

These inaccuracies are attributed to the absence of mixing of internal flow processes and
external arrival processes and to the accumulation of error along message paths in networks 1 to
7. For any jk and path z/)jk, the only node in this path at which external arrivals occur is i
Thus, the flow of jk-messages through the network is never mixed with any external arrival
processes. That is, the composite arrival process to each link is either a superposition of multiple

flow processes of this type, or one component of a decom position of a flow process of this type.

It appears that as such processes are propagated through the network without being

T Network 7, parameter set 2 is considered an anomalous case and does not affect the observations and
conclusions.
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influenced by subsequently encountered external arrival processes, the composite departure and
arrival processes at each link behave less like the RE-Poisson processes addressed in Theorem 1.
The departure process assumption does not reflect the behavior of the network with sufficient

accuracy in these types of networks.

The most severe inaccuracies oceur in the experiments on the tandem networks 1, 6, and 7.
In these networks, a single external arrival process (in each direction) passes through the net-
work, behaving increasingly less like an RE-Poisson process at successive links in its path, espe-
cially as the path length increases. Thus, the RE-queue model is less valid, which leads to inaccu-

rate results.

Comparisons in one or more experiments for each network except network 10 support con-
clusion {6). The utilization levels in these experiments are low to medium. Although the analytic
mean quete length and mean link delay results are mixed, analytic mean network delay is inaccu-
rate, and overall, the results for these experiments are considered inaccurate. This conclusion is
applicable primarily to relatively simple networks but holds also 1n more complex networks at

low utilization levels.

Although conclusions (5) and (6) are characterized as negative, they are useful and signifi-
cant in the sense that they identify situations in which the analytic mode! does not apply.
Further, by elimination and in combination with the positive conclusions, conclusions such as (5)

and (6) assist in identifying situations in which the analytic model does apply.

Conclusions (1) and (2) are the positive counterparts of (5) and (6), respectively. Regarding
the effect of the size and complexity of the network, the comparisons indicate a trend toward
increasingly accurate results as larger and more complex networks are considered. Networks 8,
9, and 10 represent three steps in increasingly complex, multilevel network topologies. Analytic
mean queue length and mean link delay are accurate overall and analytic mean network delay is

accurate in three of six experiments (one at low and two at high utilization) on network 8. The
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analytic results are accurate in all but one of the experiments on networks 9 and 10 (link utiliza-

tion in these experiments is medium and high).

It is concluded that the higher level of mixing (superposing) of internal flow processes and
external arrival process in the more complex networks is responsible for this trend toward
increased accuracy. In networks of this type, the flow of Jk-messages traverses multiple links
and passes through multiple nodes. At each intermediate node in this path of jk-messages, the
Jk-message flow is mixed with various other internal flow processes and external arrival
processes to form the composite arrival process to a specific link. It appears that this mixing,
especially with external arrival processes, decreases the distance between the composite arrival
process and the assumed RE-Poisson process. This influence offsets the accumulation of error

that is observed in the simple networks and thus contributes to more accurate analytic results.

The effect of link utilization level on accuracy of the analytic results is seen in experiments
on all of the networks except networks 6 and 7. In all cases (except networks 6 and 7), the ana-
lytic results are accurate at a high level of utilization. However, the comparisons do not indicate
a trend of increased accuracy in the experiments at medium utilization over the experiments at

low utilization.

This behavior is simila.r to that observed with other heavy traffic approximations in quete-
ing systems (see, for example, the survey discussion in [DISR75]), although the theoretical justifi-
cation is absent here. It appears that as the probability of reaching the boundary (queue length
equal to zero) becomes smaller (as utilization increases), the effects of boundary behavior dimin-
ish and the analytic and simulation results become less sensitive to the given distributional
assumptions. The consequence is that the two sets of results are in closer agreement, which leads

to the conclusion that the analytic values are more accurate.

Conclusion (3) is not supported as well (as the other conclusions) by the comparisons. How-

ever, it appears to hold in the cases considered. In two of the networks (9 and 10), parameter




The dynamic hierarchy. is modeled as 2 network of AM/M/1 queues in a random (Markov)

environment, or RE-network. Introduction of an additional assumption, the departure process
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assumption, enables the links in the network to be analyzed separately as M/\f/1 queues in a

random environment, or RE-queues.

compared. An analytic value ig considered accurate if it ljes within the corresponding, simulation
generated confidence intervaj. On the basis of this comparison, the following conclusions are

dravwn:

(1} The analytic results are aceurate for larger and more complex networks and inacecu-
rate for smaller, less complex networks.

(2) - The analytic results are accurate under high levels of link utilization
(0.85 < £; < 1.0) and inaccurate under.low and medium Jevels of link utilization
(0.0 < p; < 0.75).

(3)  The analytic results may become more accurate as the frequency of environment
transitions increase.

(4)

results for mean link delay.
Further, the positive effect of higher network complexity offsets the negative effect of a jow
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utilization level and the positive effect, of a high utilization level offsets the negative effect of low

network complexity in many cases.

These conclusions lead to the following characterization of the conditions under which the

analytic results (particularly mean network delay) are expected to be accurate:

The analytic results are accurate for multilevel networks of at least medium complexity
and under high levels of link utilization. Accuracy is maintained for simple networks under
sufficiently high link utilization levels and for sufficiently complex networks under low and

medium link utilization levels.

Dynamic hierarchies with point-to-point, logically variable topologies are the networks of
primary interest in the research discussed herein. The results and conclusions, in addition, can
be viewed as characterizing a performance baseline for dynamic hierarchies of other topological
classes. In particular, dynamic hierarchies with topologies based on a common transmission
medium (for example, a bus), in which (logical) link capacities may be considered variable, are

expected to exhibit performance Increases over the dynamic hierarchies considered here.
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