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1. **INTRODUCTION.**

For a matrix $M \in \mathbb{R}^{m \times m}$ and a vector $q \in \mathbb{R}^m$, the linear complementarity problem, denoted by $(q,M)$, is to find vectors $x \in \mathbb{R}^m$ and $y \in \mathbb{R}^m$ such that

$$y = Mx + q$$

$$x \geq 0, \ y \geq 0, \ y^t x = 0.$$ 

The constraint $y^t x = 0$ is called the complementarity condition since for any $i$, $1 \leq i \leq m$, $x_i = 0$ if $y_i > 0$, and vice versa. It may be the case that $x_i = y_i = 0$ however. This problem arises in such areas as economic modeling [9,10,29], bimatrix games [18,19], mathematical programming [5,14,21], mechanics [13], lubrication [16], and numerical analysis [3].

Numerous algorithms exist to solve linear complementarity problems. Among the more important are Lemke's complementary pivot algorithm [18], Cottle and Dantzig's principal pivot method [2], Bard-type algorithms [1,pp. 147-149, 24], and the n-cycle algorithms [31,32]. Also of interest are algorithms for solving the nonlinear complementarity problem such as the homotopy methods of Merrill [22], Eaves [6,7], Saigal [27], and Watson [31].

All of the mentioned algorithms for solving the linear complementarity problem $(q,M)$ are based on simplex type
processes. For large scale sparse problems these pivoting methods may destroy sparsity, require too many pivots, and suffer from roundoff error. Just as matrix iterative techniques have a prominent place in the numerical solution of partial differential equations, iterative algorithms might prove important in the practical solution of large scale linear complementarity problems. van Bokhoven [30] proposed an iterative algorithm which he called the modulus algorithm. The complementary pivot and Bard-type algorithms can require $2^m$ iterations to solve $(q, M)$ [26], and it is probable that the hybrid n-cycle algorithm has exponential computational complexity [32]. van Bokhoven claimed that his algorithm had polynomial complexity, but in fact the complexity depends on the spectral radius of $M$, and hence is not polynomial in the technical sense. Nevertheless, the modulus algorithm may prove to be very efficient on certain classes of problems.

van Bokhoven proved that the modulus algorithm works correctly when the matrix involved is a symmetric P-matrix. A P-matrix is a matrix for which all principal minors are positive [8]. This paper extends van Bokhoven's results by showing that the modulus algorithm can be applied to a class of non-symmetric P-matrices. In addition, a more efficient block version of the modulus algorithm is presented.
Finally, experimental data for the modulus algorithm, the block algorithm, and a related fixed point iteration algorithm are presented.

2. NOTATION.

Let \( \mathbb{R}^m \) be \( m \)-dimensional real Euclidean space and \( \mathbb{R}^{mxm} \) be the set of all real \( m \times m \) matrices. For \( z \in \mathbb{R}^m \) and \( n \) a nonnegative integer, \( z^{(n)} \) refers to the vector obtained after \( n \) iterations inside the first cycle of an algorithm (if there is more than 1 cycle). In a similar manner, for \( \tilde{z} \in \mathbb{R}^m, 1 < \tilde{m} < m \), \( \tilde{z}^{(n)} \) refers to the vector obtained after \( n \) iterations inside some subsequent cycle of an algorithm. For \( 1 \leq i \leq m \), \( z_i \) refers to the \( i \)th element of \( z \), and \( \tilde{z}_i^{(n)} \) refers to the \( i \)th element of the vector obtained after \( n \) iterations.

Given \( M \in \mathbb{R}^{mxm} \), let \( K \) and \( L \) be a partition of \( \{1, \ldots, m\} \). \( M_{KL} \) denotes the submatrix of \( M \) with rows indexed by elements of \( K \) and columns indexed by elements of \( L \). A principal pivot submatrix \( M \) of \( M \) is obtained by applying a principal pivot transform \([2]\) to \( M \), and then permuting the rows and columns to produce a matrix of the form

\[
\begin{bmatrix}
I_{KK} & * \\
0 & M
\end{bmatrix}
\]
A P-matrix has $2^m-1$ principal pivot submatrices, each of which is also a P-matrix [2].

Given $M \in \mathbb{R}^{m \times m}$ and $q \in \mathbb{R}^m$, the linear complementarity problem is to find vectors $y \in \mathbb{R}^m$ and $x \in \mathbb{R}^m$ such that

$$y = Mx + q$$

$$x \geq 0, \ y \geq 0, \ y^t x = 0.$$ 

Following Murty [25, p. 484], the complementarity problem is denoted $(q, M)$.

3. DERIVATION OF THE FIXED POINT ALGORITHM.

In this section several theorems and lemmas will be given that provide the basis for using the fixed point iteration algorithm to solve the linear complementarity problem $(q, M)$. To accomplish this, $(q, M)$ is transformed into another problem using the transformation

$$y = |z| - z \text{ and } x = |z| + z$$

where $z \in \mathbb{R}^m$ and $|z|$ is defined by

$$|z| = (|z_1|, |z_2|, \ldots, |z_m|)^t.$$ 

Theorem 1. (van Bokhoven [30])

Let $M \in \mathbb{R}^{m \times m}$, $q \in \mathbb{R}^m$ and assume that $-1$ is not an eigenvalue of $M$ (always achievable by scaling $M$ by a positive constant). The linear complementarity problem $(q, M)$ is equivalent to the determination of a vector $z \in \mathbb{R}^m$ which satisfies

$$z = -(I+M)^{-1}q + (I+M)^{-1}(I-M)|z|.$$ 

(2)
The solutions $z$ of this equation and the solutions $x$ and $y$ of $(q,M)$ are related by

$$y = |z| - z, \quad x = |z| + z, \quad z = \frac{1}{2}(x-y).$$

Proof:

From transformation (1) it follows that $y \geq 0$, $x \geq 0$ and $y^t x = |z|^t |z| - z^t z = 0$ for any $z \in \mathbb{R}^m$, and therefore the substitution guarantees that the complementarity conditions on $x$ and $y$ are satisfied.

Any complementary feasible pair $x$ and $y$ determines a vector $z = \frac{1}{2}(x-y)$, for which $|z| = \frac{1}{2}(x+y)$, and (1) holds.

Hence the mapping $(x,y) + z = \frac{1}{2}(x-y)$ is a one to one mapping of the set of complementary feasible vectors onto $\mathbb{R}^m$. Then there is a one to one correspondence between the solutions of $(q,M)$ and the solutions of the equation derived from $(q,M)$ by the substitution (1). This substitution yields

$$(I+M)z = -q + (I-M)|z|.$$  

By assumption $(I+M)$ is nonsingular, so

$$z = -(I+M)^{-1}q + (I+M)^{-1}(I-M)|z|.$$  

Q.E.D.

Equation (2) may be rewritten in the form

$$z = D|z| + b,$$

where $b = -(M+I)^{-1}q \in \mathbb{R}^m$ and $D = (I+M)^{-1}(I-M) \in \mathbb{R}^{m \times m}$.

In the rest of this paper references will be made to an absolute norm $\| \cdot \|$ over $\mathbb{R}^m$, which has these properties:

a) $\|x\| \geq 0$ for all $x \in \mathbb{R}^m$ and $\|x\| = 0$ if and only
\[ \text{if } x = 0 \]
\[ b) \|ax\| = |a|\|x\| \text{ for all } a \in \mathbb{R}, x \in \mathbb{R}^m \]
\[ c) \|a+b\| \leq \|a\| + \|b\| \text{ for all } a, b \in \mathbb{R}^m \]
\[ d) \|a\| = |a| \text{ for all } a \in \mathbb{R}^m \]
\[ e) |a| \leq |b| \text{ implies } \|a\| \leq \|b\| \text{ for all } a, b \in \mathbb{R}^m. \]

Householder [12, p. 160] has demonstrated that properties d) and e) are equivalent. The standard \( \| \cdot \|_\infty \) and \( \| \cdot \|_2 \) norms are absolute norms.

Furthermore the norm \( \|A\| \) of a matrix \( A \) is defined to be the induced (or operator) norm
\[ \|A\| = \sup_{x \neq 0} \frac{\|Ax\|}{\|x\|} \]
such that \( \|Ax\| \leq \|A\|\|x\| \).

We will use the trivial fact:

Lemma 1.
\[ \|a-b\| \leq |a-b| \text{ for } a, b \in \mathbb{R}^m. \]

For completeness a proof of the following lemma, due to van Bokhoven [30], is included.

Lemma 2.
If \( \|D\| < 1 \) in some absolute norm, then fixed point iteration \( z^{(n+1)} = D|z^{(n)}| + b \) converges and the limit \( z^* \) of the sequence \( \{z^{(n)}\} \) is the unique solution of \( z = D|z| + b \).

Proof:

With \( f(z) = D|z| + b \), equation (3) can be written as \( z = f(z) \). For \( z^1, z^2 \in \mathbb{R}^m, \)
\[ \|f(z^1) - f(z^2)\| = \|D(|z^1| - |z^2|)\| \leq \|D\||z^1| - |z^2||. (4) \]
By Lemma 1 and the absolute norm properties d) and e) it follows that
\[ \|z_1 - z_2\| = \|z_1 - z_2\| \leq \|z_1 - z_2\| = \|z_1 - z_2\|. \]
Thus equation (4) yields
\[ \|f(z_1) - f(z_2)\| \leq \|D\| \|z_1 - z_2\| \]
and hence \( f \) satisfies a Lipschitz condition with Lipschitz constant \( \|D\| \).

If \( \|D\| < 1 \), the iteration \( z^{(n+1)} = f(z^{(n)}) \) converges by the Contraction Mapping Theorem (Henrici [11]) and
\[ z^* = \lim_{n \to \infty} z^{(n)} \]
is the unique solution of \( z = f(z) \).

Q.E.D.

The iteration
\[ z^{(n+1)} = D|z^{(n)}| + b \]
will be called the fixed point iteration algorithm.

Lemma 3.

Let \( \Gamma \in \mathbb{R}^{m \times m} \) be a positive definite diagonal matrix and define
\[ \|x\| = \|\Gamma x\|_p \quad 1 \leq p \leq \infty. \]
Then \( \|\cdot\| \) is an absolute norm, and
\[ (\min_i \Gamma_{ii}) \|x\|_\infty \leq \|x\| \leq \left[ \sum_{i=1}^{m} \Gamma_{ii} \right]^{1/p} \|x\|_\infty. \]

Proof:
Since \( \Gamma \) is positive definite and \( \| \cdot \|_p \) is an absolute norm, it follows that \( \| x \| = \| x \| \), and therefore \( \| \cdot \| \) is an absolute norm.

Now using the definition of the \( p \)-norm

\[
\| x \| = \| \Gamma x \|_p = 
\]

\[
\left[ \sum_{i=1}^{m} \left| \Gamma_{ii} x_i \right|^p \right]^{1/p} \leq \left[ \sum_{i=1}^{m} \max_j \left| x_j \right|^p \right]^{1/p} = 
\]

\[
\left( \max_j |x_j| \right)^p \left[ \sum_{i=1}^{m} \left| \Gamma_{ii} \right|^p \right]^{1/p} = \max_j |x_j| \left[ \sum_{i=1}^{m} \left| \Gamma_{ii} \right|^p \right]^{1/p} = 
\]

\[
\left[ \sum_{i=1}^{m} \left| \Gamma_{ii} \right|^p \right]^{1/p} \| x \|_\infty.
\]

Also

\[
\left[ \sum_{i=1}^{m} \left| \Gamma_{ii} x_i \right|^p \right]^{1/p} \geq \left[ \sum_{i=1}^{m} \min_j \left| \Gamma_{jj} x_i \right|^p \right]^{1/p} = 
\]

\[
\left( \min_j |\Gamma_{jj}| \right)^p \left[ \sum_{i=1}^{m} \left| x_i \right|^p \right]^{1/p} = \left[ \min_j |\Gamma_{jj}| \left[ \sum_{i=1}^{m} \left| x_i \right|^p \right]^{1/p} = 
\]

\[
\min_j \Gamma_{jj} \| x \|_p.
\]

Since \( \| x \|_p \geq \| x \|_\infty \),

\[
\min_j \Gamma_{jj} \| x \|_p \geq \min_j \Gamma_{jj} \| x \|_\infty.
\]

Therefore
\[
(\min_{i} \gamma_{ii}) \|x\|_\infty \leq \|x\| \leq \left[ \sum_{i=1}^{m} \gamma_{ii}^p \right]^{1/p} \|x\|_\infty.
\]

Q.E.D.

Lemma 4.

Let \( \Gamma \in \mathbb{R}^{m \times m} \) be a positive definite diagonal matrix, \( D \in \mathbb{R}^{m \times m} \), and \( \|\Gamma D \Gamma^{-1}\|_p < 1 \) for some \( p, 1 \leq p \leq \infty \). Then \( \|D\| < 1 \) in an absolute norm.

Proof:

Let the vector norm be the absolute norm defined in Lemma 3. Then

\[
\|D\| = \sup_{y \neq 0} \frac{\|Dy\|}{\|y\|} = \sup_{y \neq 0} \frac{\|\Gamma D(\Gamma^{-1})y\|_p}{\|\Gamma y\|_p} = \sup_{y \neq 0} \frac{\|\Gamma D \Gamma^{-1}(\Gamma y)\|_p}{\|\Gamma y\|_p} = \sup_{y \neq 0} \frac{\|\Gamma D \Gamma^{-1}w\|_p}{\|\Gamma y\|_p} = \|\Gamma D \Gamma^{-1}\|_p < 1.
\]

Q.E.D.

Theorem 2.

Let \( I+M \) be invertible, \( D = (I+M)^{-1}(I-M) \), \( \Gamma \) a positive definite diagonal matrix, and \( \|\Gamma D \Gamma^{-1}\|_p < 1 \) for some \( p, 1 \leq p \leq \infty \). Then \((q,M)\) is solvable by fixed point iteration (5).

Proof:

Since \( I+M \) is invertible and \( D \) is defined as in Theorem 1, \((q,M)\) can be transformed into the equivalent problem (3) by Theorem 1. Since \( \Gamma \) is a positive definite matrix and
\[ \|IDF^{-1}\|_p < 1 \text{ for some } p, 1 \leq p \leq \infty, \text{ it follows from Lemma 4 that } \|D\| < 1 \text{ in an absolute norm. Finally from Lemma 2 it follows that fixed point iteration will yield the unique solution to (3), and the (unique) solution of } (q,M) \text{ can be found by using (1).} \]

Q.E.D.

**Corollary 1.**

Let M satisfy:

1) \( I+M \) is invertible,

2) There exists a positive definite diagonal matrix \( \Gamma \) and a number \( p, 1 \leq p \leq \infty \), such that \( \| \Gamma(I+M)^{-1}(I-M)\Gamma^{-1} \|_p < 1 \).

Then \( M \) is a P-matrix.

**Proof:**

It has been demonstrated in several different ways that \( M \) is a P-matrix if and only if the problem \( (q,M) \) has a unique solution for all \( q \in \mathbb{R}^m \). (See Ingleton [13], Samelson, Thrall, and Wesler [28], Murty [23], Watson [31], or Kelly and Watson [15] for example.)

Since the hypotheses satisfy the requirements of Theorem 2, from the proof of Theorem 2 it follows that \( (q,M) \) has a unique solution for all \( q \in \mathbb{R}^m \), and therefore \( M \) is a P-matrix.

Q.E.D.

**Corollary 2.**
Let $M$ satisfy the hypotheses of Corollary 1. Then all of the eigenvalues of $M$ lie in the complex (open) right half-plane.

Proof:

The eigenvalues $\mu_i$ of $D = (I+M)^{-1}(I-M)$ are given by

$$\mu_i(D) = \frac{1 - \lambda_i(M)}{1 + \lambda_i(M)}$$

where $\lambda_i(M)$ are the eigenvalues of $M$. If an eigenvalue of $M$ lies in the complex closed left half-plane then there exists an eigenvalue $\mu_i$ of $D$ such that $|\mu_i| \geq 1$. Therefore the spectral radius $\rho(D) = \max|\mu_i| \geq 1$. But then for any norm, $\|D\| \geq \rho(D) \geq 1$. This contradicts the second hypothesis, and therefore all eigenvalues of $M$ lie in the complex open right half-plane.

Q.E.D.

As examples of $P$-matrices that have eigenvalues with negative real parts consider the matrices

$$
\begin{bmatrix}
y & 1 & 0 \\
y^2/2 & y & 1 \\
1 & 0 & y
\end{bmatrix}
$$

where $0 < y < 1$. This example is from Watson [31].
4. CONVERGENCE OF THE MODULUS AND BLOCK ALGORITHMS.

van Bokhoven [30] derives an algorithm which he calls the modulus algorithm to solve \((q, M)\) when \(M\) is symmetric and positive definite. This section will demonstrate that the modulus algorithm can actually be applied to a more general class of matrices \(M\). A more efficient block version is also presented.

If \(M \in \mathbb{R}^{mxm}\) the modulus algorithm requires at most \(m\) cycles to solve \((q, M)\). Each cycle determines an element of \(x\) or \(y\) that is positive, and therefore the corresponding element of the other vector is zero by the complementarity condition. The problem is reduced in size by one. During each pass through this loop the current problem \((q, M)\) is transformed into the similar problem \((3)\). The fixed point iteration \((5)\) is performed a calculated number of times, say \(N\). The magnitude of at least one element of \(\tilde{z}^{(N)}\) is known to equal or exceed a test value, and the sign of this element can be used to determine if the corresponding \(\tilde{x}_i\) or \(\tilde{y}_i\) element is positive. The actual number of cycles needed depends on the number of \(x_i, y_i\) pairs which both equal zero. If the number of such pairs equals \(k\) then exactly \(m-k\) cycles are needed. Finally the actual values of the positive elements of \(x\) and \(y\) can be determined.

Theorem 3.
Suppose that for every principal pivot submatrix $\tilde{M}$ of $M \in \mathbb{R}^{n \times n}$, $I+M$ is invertible and there exists a positive definite diagonal matrix $\Gamma$ such that $\|\Gamma(I+M)^{-1}(I-M)\Gamma^{-1}\|_p < 1$ for some $p$, $1 \leq p \leq \infty$. Then $M$ is a P-matrix and $(q,M)$ is solvable by the modulus algorithm of van Bokhoven.

Proof:

First transform $(q,M)$ into $z = D|z| + b$ as described in Theorem 1. Now let $f(z) = D|z| + b$. Then

$$|f(z^1) - f(z^2)| = |D(|z^1| - |z^2|)| \leq \|D\| |z^1 - z^2|.$$ 

Since $\|\Gamma(I+M)^{-1}(I-M)\Gamma^{-1}\|_p < 1$ for some $p$, $1 \leq p \leq \infty$, it follows from Lemma 4 that $\|D\| < 1$ for an absolute norm. Therefore by the Contraction Mapping Theorem (Henrici [11, pp. 99-100]) the fixed point iterates $z(n) = f(z(n-1))$ satisfy

$$\|z^* - z(n)\| \leq \frac{\|D\|^n}{1 - \|D\|} \|z(1) - z(0)\| \tag{6}$$

with $z^*$ being the solution of the equivalent problem $z^* = D|z^*| + b$. By Lemma 2 $z^*$ is unique. Now

$$\|z^*\| = \|b + D|z^*|\| \geq \|b\| + \|D\| |z^*| \geq \|b\| + \|D\| \|z^*\|$$

and therefore

$$\|z^*\| \geq \frac{\|b\|}{1 - \|D\|}.$$ 

By letting $z(0) = 0$, $z(1) = b$. If $b = 0$ then $x = y = 0$ and the solution has been found. Otherwise from (6)

$$\|z^* - z(n)\| \leq \frac{\|D\|^n}{1 - \|D\|} \|b\|.$$ 

Then
\[ |z^*-z(n)| \leq |z^*-z(n)| \leq \frac{|D|}{1-|D|} |b| \]

or

\[ |z(n)| \geq \frac{|z^*| - \frac{|D|^n}{1-|D|}}{1+|D|} |b| \geq \frac{|b| - \frac{|D|^n}{1-|D|}}{1+|D|} |b| = \left( \frac{1}{1+|D|} - \frac{1}{1-|D|} \right) \frac{|D|^n}{1-|D|} |b|. \]

From

\[ |z(n)| \geq \frac{1}{1+|D|} |b| \]

there exists an \( i \) such that

\[ |z(n)|_i = |z_i(n)| \geq c_1 \left( \frac{1}{1+|D|} - \frac{|D|^n}{1-|D|} \right) |b| \]

where \( c_1 \) is a constant dependent on the norm \( \| \cdot \| \) used. Also

\[ |z_i^*-z_i(n)| \leq |z^*-z(n)| \leq \frac{1}{1-|D|} \frac{|D|^n}{1-|D|} |b| \]

with \( c_2 \) another constant dependent on the norm \( \| \cdot \| \). From Lemma 4 it follows that \( c_1 = 1/(\Sigma_{ii} \Gamma_i)^{1/p} \) and \( c_2 = 1/(\min \Gamma_{ii}) \). As soon as

\[ c_1 \left( \frac{1}{1+|D|} - \frac{|D|^n}{1-|D|} \right) > \frac{1}{1+|D|} \left( \frac{c_2}{c_1} \right) \frac{|D|^n}{1-|D|} \]

it follows from the above that the component \( z_i^* \) must have the same sign as \( z_i(n) \). This occurs as soon as

\[ \frac{1}{1+|D|} > \left( \frac{1+c_2}{c_1} \right)^{1-|D|} \]

or

\[ \frac{1}{1+|D|} > \left( \frac{1+c_2}{c_1} \right)^{\frac{|D|^n}{1-|D|}} \]
\[ n \geq N = \left[ \ln \frac{1 - \|D\|}{1 + \|D\|} \ln \left( \frac{1 + \frac{C_2}{C_1}}{1 + \frac{C_1}{C_2}} \right) \right] \ \ln \|D\| \]

Hence after \( N \) iterations, the sign of at least one component of \( z^* \), say \( z_i^* \), is known. The index \( i \) is determined by
\[ |z_i^{(n)}| = \max_k |z_k^{(n)}|. \]

From Theorem 1 it is now known whether \( x_i \) or \( y_i \) in the complementary feasible solution has to be zero.

In the case that \( x_i = 0 \), the \( i \)th equation of \((q,M)\) is deleted as well as the \( i \)th column of \( M \), and a similar problem of dimension \( m-1 \) with matrix \( \tilde{M} \in \mathbb{R}^{m-1 \times m-1} \) is left. Should \( y_i = 0 \), exchange \( x_i \) and \( y_i \) in \((q,M)\) by a principal pivot transform [2] and reduce the problem in the same manner.

It was assumed that all principal pivot submatrices \( \tilde{M} \) of \( M \) have the property that there exists a positive definite diagonal matrix \( \Gamma \) such that \( \|\Gamma(I+M)^{-1}(I-M)\Gamma^{-1}\|_p < 1 \) for some \( p \), \( 1 \leq p \leq \infty \), Therefore the algorithm can be correctly applied to all possible reduced problems that arise.

The algorithm results in the signs of all components of \( z^* \) after running through at most \( m \) such cycles. In the case that \( x_i = y_i = 0 \) for some \( i \), a reduced system is encountered sooner or later for which the \( b \) vector is zero leading to \( \tilde{z} = 0 \), and hence the remaining components of \( x \) and \( y \) are zero.
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Q.E.D.

If $M$ is symmetric and positive definite, Theorem 3 reduces to a result of van Bokhoven [30], with $\Gamma = I$ and $p = 2$. For this case the constant $c_1 = 1/\sqrt{m}$ and the constant $c_2 = 1$.

The block algorithm is nearly identical to the modulus algorithm except that all elements of $\tilde{z}^{(N)}$ that equal or exceed the calculated test value are used to determine whether the corresponding $x_i$ or $y_i$ elements are positive. Therefore the number of cycles needed to solve $(q,M)$ is significantly less than $m$.

**Theorem 4.**

With the hypotheses of Theorem 3, $(q,M)$ is solvable by the block modulus algorithm.

Proof:

In the proof of Theorem 3 it was demonstrated that after $N$ iterations there exists an $i$ such that

$$|z_i^{(N)}| \geq c_1 \left( \frac{1}{1 + \|D\|} - \frac{\|D\|^N}{1 - \|D\|} \right) \|p\|.$$ 

It is possible that more than one element of $z^{(N)}$ satisfies this condition. Since any of these elements $z_i^{(N)}$ may be chosen as the indicator as to whether $y_i$ or $x_i$ in the complementary feasible solution has to be zero, and the unique solutions $y$ and $x$ will correctly be determined, it follows that all elements of $z^{(N)}$ that satisfy this
condition can be used to determine if the corresponding elements of \( y \) or \( x \) are zero, and the solution vectors \( y \) and \( x \) will still be correctly determined. Therefore it is possible to reduce the problem by more than one equation at a time.

Q.E.D.

5. **IMPLEMENTATION DETAILS OF THE ALGORITHMS.**

Four different algorithms to solve the linear complementarity problem were implemented and tested, and several more variations were considered but not fully explored. The first algorithm tested was a straightforward implementation of the modulus algorithm that was derived in the previous section. This algorithm reduces the size of the problem by one for each outer iteration. The algorithm therefore requires \( m \) outer iterations if \( M \in \mathbb{R}^{m \times m} \). The second algorithm is a variation of the first, differing in the determination for which element of \( z \) should be chosen as nonzero. The third algorithm, referred to as the block algorithm, is an enhanced version of the modulus algorithm. The problem is reduced as much as possible after each outer iteration. The minimum reduction is one dimension per outer iteration, so this algorithm requires at most \( m \) iterations, but in almost all observed cases the number of outer iterations was far less than \( m \).
The fourth algorithm tested was a straightforward implementation of fixed point iteration. Techniques were considered to speed up fixed point iteration using the diagonal Aitken procedure or Steffensen's iteration [11, pp. 90-92]. The details of the four algorithms and the problems encountered with Aitken acceleration will now be discussed.

As shown in the preceding section the linear complementarity problem (q, M) can be transformed into the equivalent fixed point problem

\[ \tilde{z} = D|\tilde{z}| + \tilde{b}, \quad D \in \mathbb{R}^{m \times m}, \quad \tilde{b}, \quad \tilde{z} \in \mathbb{R}^m. \]

The modulus algorithm as implemented works as follows. A loop based on the size of the problem, m, is set up. Each pass through this loop allows the size of the problem to be reduced by 1.

During each pass through the outer loop the transformation of the current problem

\[ \begin{align*}
\tilde{y} &= M \tilde{x} + q, \quad x \geq 0, \quad y \geq 0, \quad \tilde{y}^T \tilde{x} = 0 \\
\tilde{M} &\in \mathbb{R}^{m \times m}, \quad \tilde{x}, \quad \tilde{y} \in \mathbb{R}^m, \quad 1 \leq \tilde{m} \leq m
\end{align*} \]

to

\[ \begin{align*}
\tilde{z} &= D|\tilde{z}| + \tilde{b} \\
\tilde{D} &\in \mathbb{R}^{m \times m}, \quad \tilde{z}, \quad \tilde{b} \in \mathbb{R}^m, \quad 1 \leq \tilde{m} \leq m
\end{align*} \]

is required.
First $\tilde{b}$ is determined using the LINPACK routines DGEFA and DGESL [4] to solve $\sim q = (I+M)\sim b$. If at some point $\sim b = 0$ then it is known that $x = y = 0$, and the outer loop may be exited early.

Assuming $\sim b \neq 0$, the spectral radius $\theta(\sim M)$ of $\sim D$ is determined by finding the eigenvalues $\lambda_i(\sim M)$ of $\sim M$ and letting

$$\theta(\sim M) = \max |(1-\lambda_i(\sim M))/(1+\lambda_i(\sim M))|.$$ 

Next a value

$$\sim N = \begin{bmatrix}
\ln 1-\theta(\sim M) - \ln (1+\sqrt{m}) \\
\ln 1+\theta(\sim M) \\
\ln \theta(\sim M)
\end{bmatrix}
$$

is calculated. Letting $\sim z(0) = 0$, the iteration

$$\sim z(n+1) = \sim Dz(n) + \sim b$$

is performed $\sim N$ times. A test value

$$\sim T = \left(\frac{1}{\sim N} - \frac{\theta(\sim M)^{\sim N}}{1+\theta(\sim M)} - \frac{\theta(\sim M)^{\sim N}}{1-\theta(\sim M)}\right)\|\sim b\|_2$$

$\sqrt{m}$ can be calculated. If the original matrix $M$ in $(q,M)$ is symmetric and positive definite, then there exists an $i$ such that

$$|\sim z_i^{(N)}| \geq \sim T.$$

Furthermore the $i^{th}$ component of the solution $z^*$ (to the reduced problem) has the same sign as the $i^{th}$ component of
\(z^{(\widetilde{N})}\). Therefore it is known whether the \(i^{th}\) component of \(\widetilde{y}\) or \(x\) in the complementary feasible solution is zero. In the first modulus algorithm \(\widetilde{T}\) is not explicitly calculated. It is assumed that the element of \(\widetilde{z}^{(\widetilde{N})}\) with the largest magnitude would exceed \(\widetilde{T}\). The index of this element is noted in a pivot vector. If the current iteration of the outer loop is the \(j^{th}\) iteration for example, the \(j^{th}\) element of the pivot vector is assigned the index of the element chosen. This algorithm will be referred to as the modulus algorithm (max). In the second modulus algorithm \(\widetilde{T}\) is calculated. The first element of \(\widetilde{z}^{(\widetilde{N})}\) which equals or exceeds \(\widetilde{T}\) is used or, if no such element is found, the element with the largest magnitude is used. Again the index of the element is noted in the pivot vector. This second modulus algorithm will be referred to as the modulus algorithm (test).

If \(\tilde{x}_i = 0\), the \(i^{th}\) equation in \(\widetilde{y} = \widetilde{M}\tilde{x} + \widetilde{q}\) is deleted as well as the \(i^{th}\) column of \(\widetilde{M}\). This is implemented by interchanging the \(i^{th}\) and \(m^{th}\) rows and columns of a matrix, and the \(i^{th}\) and \(m^{th}\) components of a vector. The new reduced problem is thus left in the first \(\tilde{m} - 1\) rows and columns of a matrix, and the first \(\tilde{m} - 1\) components of a vector. The corresponding elements of the pivot vector are also exchanged, so all row and column exchanges can later be deduced.
If \( y_i = 0 \), the variables \( x_i \) and \( y_i \) are exchanged in \( \tilde{y} = \tilde{M}x + \tilde{q} \) and the problem is reduced in the same manner as above. One constant is added to the appropriate element of the pivot vector to signify that \( \tilde{x}_i = 0 \), or a different constant is added if \( \tilde{y}_i = 0 \). This concludes one iteration of the outer cycle.

After this outer loop terminates a modified system which can be represented by

\[
M'x' = q', \quad M' \in \mathbb{R}^{m \times m}, \quad x', \quad q' \in \mathbb{R}^m
\]

is left. \( M' \) is lower triangular with minus ones on the diagonal, all of the elements of \( q' \) are known, and \( x'_1 = -q'_1 \). Therefore \( x'_{i+1} \) equals the inner product of the first \( i \) components of the \((i+1)\)st row of \( M' \) with the first \( i \) components of \( x' \), minus \( q'_{i+1} \), where \( 1 \leq i \leq m-1 \). It is therefore straightforward to calculate \( x \) and \( y \) since it is known from the pivot vector which elements of \( x \) and \( y \) are represented by each element of \( x' \). This concludes the modulus algorithm.

The modulus algorithm as implemented is guaranteed to work only when the original matrix \( M \) is symmetric and positive definite. This is because the 2-norm and \( 1/\sqrt{m} \) (the constant relating the 2-norm and the max norm) have been used to calculate the number of iterations of \( z^{(n+1)} = \tilde{D}|\tilde{z}^{(n)}| + \tilde{b} \). As shown in the proof of Theorem 3, the
norm to be used and the constants $c_1$ and $c_2$ depend on the current problem. The appropriate norm and constants for nonsymmetric P-matrices cannot be easily determined, and therefore the 2-norm, $c_1 = 1/\sqrt{m}$, and $c_2 = 1$ have been arbitrarily used. As shown in the next section the use of these choices seems reasonable, since the algorithm has a good success rate on nonsymmetric problems.

If the calculated number of iterations, $\tilde{N}$, is not large enough it is possible that the algorithm as implemented will return one or more negative $x_i$ or $y_i$ values even though a feasible solution does exist. This may be due to the inapplicability of Theorem 3, the use of the 2-norm instead of an appropriate absolute norm, or roundoff error.

Theorem 3 also required that all principal pivot submatrices satisfy a certain condition. However, the modulus algorithm as implemented may work even if some of the principal pivot submatrices violate this condition, because such a submatrix might not actually be created during the execution of the algorithm.

The block algorithm as implemented is identical to the modulus algorithm (test) with the single exception that all elements of $z^{(\tilde{N})}$ are tested against $\tilde{T}$. The problem is reduced when the first element of $z^{(\tilde{N})}$ is found that equals or exceeds $\tilde{T}$, but instead of returning to the top of the
outer loop to begin again, the testing of elements of $z^{(N)}$ continues until all possible reductions have been made. If no elements of $z^{(N)}$ equal or exceed $T$ then the element with the largest magnitude is used as in the modulus algorithm (test).

This enhancement greatly reduces the overall time to solve the problem if more than one reduction can actually be made for each pass through the outer loop. As mentioned, it is almost always the case that the number of outer iterations is far less than $m$, at least in the observed cases. This is clear from the timing results presented in the next section.

The fourth algorithm implemented and tested was fixed point iteration. As with the preceding algorithms the problem $(q, M)$ is transformed to $z = D|z| + b$. The vector $b$ is again determined by using LINPACK routines DGEFA and DGESL to solve $-q = (I+M)b$. However, this calculation is performed only once, as compared to once for each pass through the outer loop in the previous algorithms.

Next the fixed point iteration $z^{(n+1)} = D|z^{(n)}| + b$ starting with $z^{(0)} = 0$ is performed until convergence is detected. For the tests reported here, convergence was defined to occur when all elements of $z^{(n+1)}$ differed from the corresponding elements of $z^{(n)}$ by less than $10^{-12}$. 
Since it is possible for some of the elements of \( z^{(n)} \) to oscillate or for convergence to be extremely slow, an arbitrary limit of 10,000 iterations was enforced.

Assuming convergence is detected, the \( x \) and \( y \) solution vectors are determined using

\[
y = |z| - z \quad \text{and} \quad x = |z| + z.
\]

Another algorithm considered was the fixed point iteration (5) coupled with the diagonal Aitken procedure to accelerate convergence. This algorithm is also referred to as Steffensen's iteration as it was first proposed by Steffensen according to Henrici [11,p. 91]. This algorithm would solve the equivalent fixed point problem \( z = D|z| + b \) as the previous algorithms do, again with \( z^{(0)} = 0 \).

The vector \( z^{(n+1)} \) would be determined as follows: Two iterations are performed, say

\[
z^{(n1)} = D|z^{(n)}| + b \quad \text{and} \quad z^{(n2)} = D|z^{(n1)}| + b.
\]

Each element of \( z^{(n+1)} \) is determined using the formula

\[
z_i^{(n+1)} = z_i^{(n)} - \frac{(z_i^{(n1)} - z_i^{(n)})^2}{(z_i^{(n2)} - 2z_i^{(n1)} + z_i^{(n)})}.
\]

If the denominator is equal to zero, \( z_i^{(n+1)} \) is set equal to \( z_i^{(n)} \). The elements of \( z^{(n+1)} \) are then compared with the elements of \( z^{(n)} \) to determine if convergence has occurred.

However, it is possible for there to be various combinations of positive and negative values in the set
\{z_i^{(n)}, z_i^{(n1)}, z_i^{(n2)}\}. This leads to the possibility that some elements of z diverge rather than converge. This was frequently the case during the testing of this algorithm. Various modifications involving testing the signs of \(z_i^{(n)}\), \(z_i^{(n1)}\), and \(z_i^{(n2)}\), and handling each case differently were tried, but none proved successful. It is possible that a method to accelerate fixed point iteration using methods along the lines of Mangasarian [20] can be found, however.

6. **EXPERIMENTAL RESULTS.**

The four algorithms discussed in the previous section were coded in Fortran 77, and were compiled and run on a VAX-11/780 computer. All real variables, vectors and matrices were declared to be double precision. Execution times for the different algorithms were measured by accessing system tables. This section will discuss the timing data and success rates observed during the testing of these algorithms.

Two generating algorithms were used to create, in a somewhat random fashion, the problems that were used to test the algorithms.

The first algorithm generated P-matrices in such a manner that the elements could be positive or negative with a slightly higher probability that any given element was
positive. The P-matrices generally did not have the property that all principal pivot submatrices had eigenvalues with positive real parts. However, each matrix generated was tested to insure that the original matrix had all of its eigenvalues in the complex right half-plane. (This is tantamount to \( \rho(D) < 1 \).) Any that did not were rejected. The absolute values of the eigenvalues generated by this method were found to be fairly randomly distributed between 0 and 10 with a scattering of values larger than 10. The maximum eigenvalues in absolute value for each matrix fell fairly randomly in the range 10 to 50, with a few observed above or below this range. This generating system will be referred to as Method 1.

The second algorithm generated 2×2 block diagonal matrices in such a manner that the principal 2×2 submatrices (and therefore each principal submatrix) were P-matrices with their eigenvalues in the complex right half-plane. The absolute values of the eigenvalues for these matrices were exponentially distributed from 0 to 142. The maximum eigenvalue in absolute value for each matrix fell in the approximate range 15 to 140 with the majority in the range 30 to 50. This generating system will be referred to as Method 2.
Both generators created $q$ vectors with an even probability that any given element would be positive or negative, and each component of $q$ uniformly distributed in the interval $[-10.0, 10.0]$.

As discussed earlier the modulus algorithm (max) did not calculate the test value $T$. Instead the element of $\tilde{z}^{(N)}$ with the largest magnitude was used to indicate which element of $\tilde{x}$ or $\tilde{y}$ was zero. The modulus algorithm (test) actually did calculate each $\tilde{T}$. If none of the elements of $\tilde{z}^{(N)}$ equaled or exceeded $\tilde{T}$, the element with the largest magnitude was used. Tables 1 and 2 show that the modulus algorithm (max) is about equal to the modulus algorithm (test) in terms of execution time.

For both of the generators the following was done: One hundred problems of size $5 \times 5$, $10 \times 10$, $15 \times 15$ and $20 \times 20$ each were generated. Each of these 400 problems was passed to each of the four algorithms for solution. Table 1 summarizes the results of the testing using problems generated by Method 1. For each size the decimal number represents the average time in seconds for each problem to be solved. Only those problems successfully solved by all four algorithms are included in the average. The number in parentheses following this decimal number is the number of problems out of 100 that the particular algorithm did not
successfully solve. The last row shows the number of problems out of 100 that all four methods correctly solved. Table 2 shows the results for the same number of problems generated using Method 2.

A second batch of tests was run with enough problems generated so that each of the four algorithms tested ran successfully on 100 problems of each size. Table 3 shows the average time in seconds for 100 problems generated by Method 1 of each size that each algorithm solved successfully. Table 4 shows the results when 100 successful solutions of each size problem generated by Method 2 are compared.

An interesting question is the significance of the number used for $\tilde{\Theta}(M)$. As an experiment, the incorrect formula

$$\tilde{\Theta}'(M) = |(1-\max|\lambda_i(M)|)/(1+\max|\lambda_i(M)|)|$$

was used instead of the correct formula for $\tilde{\Theta}(M)$ shown in the previous section. Clearly $\tilde{\Theta}'(M) \leq \tilde{\Theta}(M)$, so the number of iterations $N'$ calculated using $\tilde{\Theta}'(M)$ is less than or equal to the number of iterations $N$ calculated using the correct value. It was found that the modulus (test), modulus (max), and block algorithms all ran faster when $\tilde{\Theta}'(M)$ was used, and that the success rates were only slightly reduced when compared with the results from the correct versions of these algorithms.
<table>
<thead>
<tr>
<th>size</th>
<th>5</th>
<th>10</th>
<th>15</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>modulus(test)</td>
<td>.59(15)</td>
<td>4.93(14)</td>
<td>14.39(19)</td>
<td>23.15(21)</td>
</tr>
<tr>
<td>modulus(max)</td>
<td>.72(16)</td>
<td>6.03(20)</td>
<td>14.51(19)</td>
<td>20.92(21)</td>
</tr>
<tr>
<td>block</td>
<td>.39(11)</td>
<td>1.92(5)</td>
<td>4.41(5)</td>
<td>6.90(8)</td>
</tr>
<tr>
<td>fixed point</td>
<td>.36(4)</td>
<td>1.80(4)</td>
<td>2.97(6)</td>
<td>3.94(7)</td>
</tr>
<tr>
<td>sample size</td>
<td>77</td>
<td>71</td>
<td>70</td>
<td>69</td>
</tr>
<tr>
<td>size</td>
<td>5</td>
<td>10</td>
<td>15</td>
<td>20</td>
</tr>
<tr>
<td>--------------</td>
<td>------</td>
<td>------</td>
<td>------</td>
<td>------</td>
</tr>
<tr>
<td>modulus(test)</td>
<td>0.59(0)</td>
<td>4.62(0)</td>
<td>14.45(0)</td>
<td>37.41(0)</td>
</tr>
<tr>
<td>modulus(max)</td>
<td>0.58(0)</td>
<td>4.56(0)</td>
<td>14.17(0)</td>
<td>37.52(0)</td>
</tr>
<tr>
<td>block</td>
<td>0.38(0)</td>
<td>2.55(0)</td>
<td>7.14(0)</td>
<td>18.08(0)</td>
</tr>
<tr>
<td>fixed point</td>
<td>1.27(0)</td>
<td>5.03(1)</td>
<td>10.66(0)</td>
<td>20.19(1)</td>
</tr>
<tr>
<td>sample size</td>
<td>100</td>
<td>99</td>
<td>100</td>
<td>99</td>
</tr>
<tr>
<td>size</td>
<td>5</td>
<td>10</td>
<td>15</td>
<td>20</td>
</tr>
<tr>
<td>--------------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
</tr>
<tr>
<td>modulus(test)</td>
<td>.96</td>
<td>3.16</td>
<td>11.17</td>
<td>27.00</td>
</tr>
<tr>
<td>modulus(max)</td>
<td>1.01</td>
<td>2.72</td>
<td>9.54</td>
<td>16.20</td>
</tr>
<tr>
<td>block</td>
<td>.61</td>
<td>1.25</td>
<td>2.58</td>
<td>4.13</td>
</tr>
<tr>
<td>fixed point</td>
<td>.55</td>
<td>.96</td>
<td>1.99</td>
<td>3.44</td>
</tr>
</tbody>
</table>
TABLE 4

Timing - Generating Method 2

<table>
<thead>
<tr>
<th>size</th>
<th>5</th>
<th>10</th>
<th>15</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>modulus (test)</td>
<td>.68</td>
<td>4.82</td>
<td>14.35</td>
<td>37.21</td>
</tr>
<tr>
<td>modulus (max)</td>
<td>.64</td>
<td>4.67</td>
<td>14.10</td>
<td>36.57</td>
</tr>
<tr>
<td>block</td>
<td>.41</td>
<td>2.55</td>
<td>6.93</td>
<td>16.17</td>
</tr>
<tr>
<td>fixed point</td>
<td>1.35</td>
<td>4.99</td>
<td>9.87</td>
<td>19.48</td>
</tr>
</tbody>
</table>
Table 5 shows the timing and failure rates for the modified versions of these algorithms. The problems used were exactly the same 400 problems used to produce the results shown in Table 1. Table 6 corresponds to Table 2 in a similar manner. Timing data obtained on a time-shared system always contains some variability, which explains the discrepancy between the fixed point iteration times in Tables 2 and 6.

It is reasonable to assume that the modulus (test) algorithm and the modulus (max) algorithm would have similar success rates. This was found to be the case, with the single exception of the problems of size 10 generated by Method 1 (Table 1). Since there seems to be no logical explanation for the modulus (max) algorithm to have a higher failure rate than the modulus (test) algorithm, it can only be assumed that the difference in the failure rate is a random fluctuation, and would diminish with a much larger sample size.

The block algorithm is clearly superior to either modulus algorithm, both in terms of execution time and success rate. The block algorithm is considerably faster because the problem can frequently be reduced by more than one equation for each pass through the outer loop. By reducing the problem by more than one equation at a time, there are fewer
<table>
<thead>
<tr>
<th></th>
<th>5</th>
<th>10</th>
<th>15</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>modulus(test)</td>
<td>.47</td>
<td>3.26</td>
<td>10.64</td>
<td>16.63</td>
</tr>
<tr>
<td>modulus(max)</td>
<td>.54</td>
<td>3.07</td>
<td>9.14</td>
<td>13.57</td>
</tr>
<tr>
<td>block</td>
<td>.29</td>
<td>.90</td>
<td>2.61</td>
<td>3.08</td>
</tr>
<tr>
<td>fixed point</td>
<td>.35</td>
<td>1.80</td>
<td>2.90</td>
<td>3.39</td>
</tr>
<tr>
<td>sample size</td>
<td>78</td>
<td>71</td>
<td>71</td>
<td>68</td>
</tr>
<tr>
<td>size</td>
<td>5</td>
<td>10</td>
<td>15</td>
<td>20</td>
</tr>
<tr>
<td>------------------</td>
<td>------</td>
<td>------</td>
<td>------</td>
<td>------</td>
</tr>
<tr>
<td>modulus(test)</td>
<td>.53(2)</td>
<td>3.89(0)</td>
<td>11.87(0)</td>
<td>31.17(0)</td>
</tr>
<tr>
<td>modulus(max)</td>
<td>.52(2)</td>
<td>3.84(0)</td>
<td>11.61(0)</td>
<td>30.74(0)</td>
</tr>
<tr>
<td>block</td>
<td>.34(2)</td>
<td>2.16(0)</td>
<td>5.75(0)</td>
<td>14.87(0)</td>
</tr>
<tr>
<td>fixed point</td>
<td>1.24(0)</td>
<td>5.01(1)</td>
<td>10.50(0)</td>
<td>20.12(1)</td>
</tr>
<tr>
<td>sample size</td>
<td>98</td>
<td>99</td>
<td>100</td>
<td>99</td>
</tr>
</tbody>
</table>
subproblems to solve, and therefore the chances of encountering a principal pivot submatrix with eigenvalues in the complex left half-plane are reduced. This could account for the lower failure rate for the block algorithm that is apparent in Table 1.

For problems generated by Method 1, the fixed point iteration algorithm is faster than the block algorithm, and has a better rate of success (Tables 1 and 3). However, for problems generated by Method 2, the block algorithm is faster than the fixed point iteration algorithm (Tables 2 and 4). This suggests that for problems with matrices with fairly small eigenvalues (e.g., those created by Method 1), the overhead of calculating the number of iterations $N$ and the test value $T$ does not offset the gain from having to perform fixed point iteration a fewer number of times to determine a solution. For problems with matrices with larger eigenvalues (e.g., those created by Method 2), the overhead of calculating these values does pay for itself, however.

With generating Method 2, $\rho(D) < 1$ is guaranteed. However the fixed point iteration algorithm failed to solve two problems generated by Method 2 (Table 2). It was found that neither of these two problems was solved when the number of iterations allowed was increased to 100,000. It
is possible that for these two problems, the rate of convergence is extremely slow. However, it is also possible that, even though \( \rho(D) < 1 \) for both of these problems, \( \|D\| \geq 1 \) for all absolute norms, and convergence could therefore not be guaranteed.

In comparing the data in Tables 1 and 2 with the data in Tables 5 and 6, it seems that the algorithms using the incorrect value \( \tilde{\theta}'(M) \) are faster than the corresponding algorithms which use the correct value \( \tilde{\theta}(M) \). The failure rates are, on average, only slightly better when using the correct value. This suggests that the use of the 2-norm and setting \( c_1 = 1/\sqrt{m} \) are reasonable choices, or even in some way "conservative" choices. It seems that the number of iterations \( \tilde{N} \) calculated using these values is perhaps larger than necessary.

7. **CONCLUSIONS.**

The number of iterations \( \tilde{N} \) calculated for each subproblem during the execution of the modulus and block algorithms is somewhat arbitrary, as shown by the testing involving \( \tilde{\theta}'(M) \). The tradeoff between \( \tilde{N} \) and the failure rate of the block algorithm warrants further study.

Of the algorithms tested here, the fixed point algorithm seems to be the best. Depending on the nature of the
problem, the block algorithm can be faster. However, the fixed point iteration algorithm has a better success rate. The success rate could possibly be even better if the arbitrary limit on the number of iterations were increased. Further research into a method to accelerate the fixed point algorithm needs to be done. An accelerated fixed point algorithm would clearly be better than the block algorithm.
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