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ABSTRACT

This paper deals with the substantiation that a multivariate response self- or trace-driven simulation model, within its domain of applicability, possesses a satisfactory range of accuracy consistent with the intended application of the model.

A methodology is developed by using simultaneous confidence intervals to do this substantiation with respect to the mean behavior of a simulation model that represents an observable system. A trade-off analysis can be performed and judgement decisions can be made as to what data collection budget to allocate, what data collection method to use, how many observations to collect on each of the model and system response variables, and what confidence level to choose for producing the range of accuracy with satisfactory lengths. The methodology is illustrated for self-driven steady-state and trace-driven terminating simulations.
1. **INTRODUCTION**

One of the most important steps in the development of a simulation model is determining whether the representation of the computerized model has sufficient accuracy for the purpose for which the model is to be used. "Substantiation that a computerized (simulation) model within its domain of applicability possesses a satisfactory range of accuracy consistent with the intended application of the model" is usually referred to as (simulation) **model validation** [21] and is the definition used in this paper.

The validity or the range of accuracy of a simulation model should be evaluated with regard to experimental frame(s) and this evaluation should be made only in terms of the purpose for which the model is developed. As defined by Zeigler [25], an experimental frame "... characterizes a limited set of circumstances under which the real system (or the model) is to be observed or experimented with." A model that is valid in one experimental frame may be completely invalid in another. Therefore, the validity of a simulation model should only be evaluated with respect to a set of experimental frames determined by the purpose for which the model is intended, and not with respect to all possible experimental frames (or all sets of conditions) [19, 20]. Sometimes, the model sponsor, model user, or a third party will specify an **acceptable range of accuracy** which is the amount of accuracy that is required for the simulation model to be valid under a given experimental frame. In this case,
the validity or the range of accuracy of the simulation model must be evaluated with respect to the acceptable range of accuracy specified.

It is generally preferable to use some form of objective analysis to substantiate that a computerized simulation model within its domain of applicability possesses a satisfactory range of accuracy consistent with the intended application of the model [3, 4, 20]. In this paper, simultaneous confidence intervals (s.c.i.), which is a form of objective analysis, will be used to determine the validity of a multivariate response simulation model.

In using a statistical procedure for validation, one should consider the type of the simulation model with regard to the way it is driven and with regard to the way its output is analyzed. There are basically two types of simulation models with regard to the way they are driven: self- and trace-driven simulation models. **Self-driven (distribution-driven or probabilistic) simulation** [11] is a technique which uses random numbers in sampling from distributions or stochastic processes. **Trace-driven (or retrospective [17]) simulation** is a technique which combines measurement and simulation by using the actual data collected on the system as the model input [11, 23].

There are basically two types of simulation models with regard to analysis of the output: steady-state and terminating simulation models [7, 14]. A **steady-state simulation** "is one for which the quantity of interest is defined as a limit as the length of the simu-
lation goes to infinity" [14]. A terminating simulation "is one for which any quantities of interest are defined relative to the interval of simulated time \([0,T_E]\), where \(T_E\), a possibly degenerate random variable, is the time that a specified event \(E\) occurs" [14].

The validity or the range of accuracy of a multivariate response simulation model can be expressed in terms of s.c.i. for the differences between the corresponding model and system response variables. A confidence interval (c.i.) constructed for the difference between the jth model and system response variables can represent the range of accuracy of the jth model response variable. The length of the c.i. then becomes the length of the range of accuracy.

It is usually desirable to have the length of the range of accuracy as short as possible. The length or the expected length of the c.i. can be decreased by either increasing the sample sizes of observations or by decreasing the confidence level. However, increasing the sample sizes will increase the cost of data collection. Thus, a trade-off analysis may be necessary to determine appropriate values for the sample sizes, confidence level(s), and data collection budget.

Schedules and graphs can be constructed to show the relationships among the sample sizes, confidence levels, estimates of half lengths of the range of accuracy of the simulation model, and cost of data collection. These schedules and graphs can be used to make judgement decisions regarding the trade-offs among the parameters of interest.
The purpose of this paper is to give a methodology for validating a multivariate response simulation model with respect to its mean behavior by using s.c.i. The methodology is given in section 2 and the Bonferroni method for constructing the range of accuracy is discussed in section 3. Section 4 contains some examples that illustrate the methodology by using the Bonferroni s.c.i. and section 5 contains the conclusions.

2. METHODOLOGY

The validity, with respect to the mean behavior, of a multivariate response stochastic simulation model representing a stochastic observable system can be evaluated by examining the differences between the population means of the corresponding model and system performance measures when the model is run with the "same" input data that drive the real system. The model and system performance measures are represented by the model and system response variables.

Assuming that there are k response variables from the model and from the system, let \((\mu^m)' = [\mu^m_1, \mu^m_2, \ldots, \mu^m_k]\) and \((\mu^S)' = [\mu^S_1, \mu^S_2, \ldots, \mu^S_k]\) be the k dimensional vectors containing the population means of the model and system response variables, respectively.

The validity of a simulation model can be expressed as a range of accuracy. The range of accuracy for the mean behavior of a multivariate response simulation model can be expressed in terms of s.c.i.
Basically, there are three approaches for constructing the s.c.i. to express the range of accuracy for the mean behavior.

In the first approach, the range of accuracy is determined by using a statistical procedure that gives the $100(1-\gamma)%$ s.c.i. for $\mu^m - \mu^s$ as

$$[\ell, u]$$

(1)

where $\ell = [\ell_1, \ell_2, \ldots, \ell_k]$ and $u = [u_1, u_2, \ldots, u_k]$. We can be $100(1-\gamma)%$ confident that the true differences between the population means of the model and system response variables are simultaneously contained within the range of accuracy of the simulation model given by (1).

In the second approach, the $100(1-\gamma^m)%$ s.c.i. are first constructed for $\mu^m$ as

$$[\ell^m, u^m]$$

(2)

where $(\ell^m)^t = [\ell^m_1, \ell^m_2, \ldots, \ell^m_k]$ and $(u^m)^t = [u^m_1, u^m_2, \ldots, u^m_k]$. Then, the $100(1-\gamma^s)%$ s.c.i. are constructed for $\mu^s$ as

$$[\ell^s, u^s]$$

(3)

where $(\ell^s)^t = [\ell^s_1, \ell^s_2, \ldots, \ell^s_k]$ and $(u^s)^t = [u^s_1, u^s_2, \ldots, u^s_k]$. Finally, the range of accuracy of the simulation model is determined by the following s.c.i. for $\mu^m - \mu^s$ with a confidence level of at least
\[(1-\gamma^m - \gamma^s) \text{ [10, p. 466]}: \]

\[\left[ \hat{\ell}^m - u^s, u^m - \hat{\ell}^s \right]. \quad (4)\]

Letting \( \gamma = \gamma^m + \gamma^s \), \( \hat{\ell}_i^m = \hat{\ell}_i - u_i^s \) and \( u_i = u_i^m - \hat{\ell}_i^s \) for \( i = 1, 2, \ldots, k \), we can be at least 100(1-\gamma)% confident that the true differences between the population means of the model and system response variables are simultaneously contained within the range of accuracy given by \([\hat{\ell}, u]\).

In the third approach, the model and system response variables are observed in pairs and the range of accuracy is determined by the 100(1-\gamma)% s.c.i. for \( \hat{\ell}_i \), the population means of the differences of paired observations, as

\[\left[ \hat{\ell}^d, u^d \right] \quad (5)\]

where \((\hat{\ell}^d)' = [\hat{\ell}_1^d, \hat{\ell}_2^d, \ldots, \hat{\ell}_k^d]\) and \((u^d)' = [u_1^d, u_2^d, \ldots, u_k^d]\). Letting \( \ell_i^d = \ell_i^d \) and \( u_i^d = u_i^d \) for \( i = 1, 2, \ldots, k \), we can be 100(1-\gamma)% confident that the true population means of the differences of paired observations collected from the model and system response variables are simultaneously contained within the range of accuracy of the simulation model given by \([\hat{\ell}, u]\).

The approach for constructing the s.c.i. to express the range of accuracy of a simulation model should be chosen with respect to the
way the simulation model is driven and the statistical procedure used in constructing the s.c.i. The range of accuracy is determined by the s.c.i. constructed by using the observations that are collected from the model and system response variables by running the simulation model with the "same" input data that drive the real system. If the simulation model is self-driven, then the "same" indicates that the model input data are coming independently from the same populations or stochastic process of the system input data. Since the model and system input data are independent from each other, but coming from the same populations or stochastic process, then the model and system output data are expected to be identical and independent from each other. Hence, the range of accuracy of a multivariate response self-driven simulation model can be determined by the s.c.i. that are constructed by using one of the aforementioned three approaches. If the simulation model is trace-driven, then the "same" indicates that the model input data are exactly the same as the system input data. In this case, the model and system output data are expected to be dependent and identical to each other. Therefore, the third aforementioned approach should be used for constructing the s.c.i. to determine the range of accuracy of a multivariate response trace-driven simulation model.

Sometimes, the model sponsor, model user, or a third party will specify an acceptable range of accuracy for a specific simula-
tion model. This specification can be made for the mean behavior of a stochastic simulation model as

$$L_j \leq \mu_j^m - \mu_j^s \leq U_j, \quad j = 1, \ldots, k$$  (6)

where $L_j$ and $U_j$ are the lower and upper bounds of the acceptable difference between the population means of the $j$th model and system response variables. In this case, the range of accuracy of the simulation model should be checked if it satisfies the acceptable range of accuracy given.

It is desirable to construct the range of accuracy with half lengths as short as possible. The shorter the half lengths, the more meaningful the specification of the range of accuracy will be. The half lengths are affected by the values of confidence level(s), variances of the model and system response variables, and sample sizes of observations. The half lengths can be shortened by decreasing the confidence level(s). Variance reduction techniques [6] can be used, in some cases when collecting observations from a simulation model, to decrease the variability of the observations and thus obtain a shorter range of accuracy. The half lengths can also be shortened by increasing the sample sizes of observations. However, increasing the sample sizes of observations will increase the cost of data collection. In those cases where the cost of data collection is high and is an important factor to consider, a trade-off analysis should be performed to choose appropriate values for
the sample sizes, confidence level(s), and data collection budget.

For a real system represented by a simulation model with \( k \) response variables, let \( \mathbf{n}' = [n_1, n_2, \ldots, n_k] \) and \( \mathbf{N}' = [N_1, N_2, \ldots, N_k] \) be the \( k \) dimensional vectors containing the sample sizes of observations on the model and system response variables, respectively. Let \( \mathbf{c}' = [c_1, c_2, \ldots, c_k] \) and \( \mathbf{C}' = [C_1, C_2, \ldots, C_k] \) be the \( k \) dimensional vectors containing the unit costs of collecting one observation from the model and system response variables, respectively. Let \( \mathbf{c}_0' = [c_{01}, c_{02}, \ldots, c_{0k}] \) and \( \mathbf{C}_0' = [C_{01}, C_{02}, \ldots, C_{0k}] \) be the \( k \) dimensional vectors containing the overhead data collection costs for the model and system response variables, respectively. Total cost of data collection on the model (Tc) and on the system (TC) can usually be evaluated as a linear function of the sample sizes and overhead costs and can be stated as follows by assuming that the collection of observations on one response variable is done independently from the collection of observations on another response variable:

\[
T_c = \mathbf{c}' \mathbf{1} + \mathbf{c}' \mathbf{n}, \quad (7)
\]

\[
T_C = \mathbf{C}' \mathbf{1} + \mathbf{C}' \mathbf{N}, \quad \text{and} \quad (8)
\]

\[
CDC = T_c + T_C
\]

where \( \mathbf{1} \) is a \( k \) dimensional vector of ones and CDC is the total cost.
of data collection on the model and system.

The equations (7) and (8) are used to determine the cost of
data collected for validation only and are stated in general assum-
ing unequal sample sizes. Usually, however, one would simultaneou-
ly collect observations from a simulation model with equal sample
sizes. In this case, $T_c$ would be evaluated as

$$T_c = c_t + c_m n$$  \hspace{2cm} (10)$$

where $c_t = c_{01}'$ and $c_m = c_{11}'$. In those cases where the real system
is observed simultaneously with equal sample sizes, $T_C$ would be
evaluated as

$$T_C = c_t + c_s N$$  \hspace{2cm} (11)$$

where $c_t = c_{01}'$ and $c_s = c_{11}'$.

The unit and overhead data collection costs should be estimated
with respect to the data collection method employed. There may be
alternative values of the model and system unit and overhead costs
corresponding to alternative methods of data collection. The analyst
may wish to make a trade-off analysis with respect to alternative
methods of data collection and upon this analysis conclude which
data collection method to employ in validation.
For a given data collection budget $B$, it is possible to select different values for the sample sizes of observations $n$ and $N$. (Unequal sample sizes are considered for the purpose of generality.) It is desirable to select the sample sizes in such a way that the length of the range of accuracy of the simulation model will be minimized for the given data collection budget. A function, $f(n_j,N_j; j = 1,\ldots,k)$, can be determined in terms of the sample sizes from the half lengths $(H_j, j = 1,\ldots,k)$ of the s.c.i. that determine the lengths of the range of accuracy. This function should be determined in such a way that the half lengths or the expected half lengths of the s.c.i. decrease as the value of this function decreases. Thus, the sample sizes $n$ and $N$ can be selected, to produce the range of accuracy of the simulation model with minimum lengths for a given data collection budget, by solving the following optimization problem.

Minimize: $f(n_j,N_j; j = 1,\ldots,k)$

Subject to:

$$\sum_{j=1}^{k} c_{nj} n_j + \sum_{j=1}^{k} c_{nj} N_j + \sum_{j=1}^{k} (c_{0j} + c_{nj}) \leq B$$

$$\sum_{j=1}^{k} n_j + \sum_{j=1}^{k} N_j \geq q$$

$$n_j \geq r, \quad j = 1,\ldots,k$$

$$N_j \geq R, \quad j = 1,\ldots,k$$

$$n_j, N_j \text{ integer} \quad j = 1,\ldots,k$$
where \( q \) is the minimum total sample size requirement and \( r \) and \( R \) are the minimum sample size requirements for the statistical procedure used in constructing the s.c.i.; and the other parameters are used as defined before.

The optimal sample sizes \( \hat{n}^* \) and \( \hat{N}^* \) that are determined by solving (12) and the estimates of variances of the response variables that are obtained from a pilot run or data are both used in estimating the half lengths of the 100(1-\( \gamma \))% s.c.i. that determine the range of accuracy of the simulation model. The expected half lengths or the half lengths of the s.c.i. which are estimated by using \( \hat{n}^* \) and \( \hat{N}^* \) will be the shortest among all possible values of the half lengths that are obtained from all possible values of \( n \) and \( N \) for a given data collection budget \( B \). Since the half lengths of the s.c.i. determine the half lengths of the range of accuracy of the simulation model, we will be concerned with the half length estimates rather than the expected half lengths. \( \hat{H}_{j}^*, \ j = 1, \ldots, k \), will represent the half lengths of the range of accuracy that are minimum in length because of the use of \( \hat{n}^* \) and \( \hat{N}^* \) for a given data collection budget.

Schedules and graphs can be constructed to show the relationships among the unit and overhead data collection costs (\( c, C, c_0, C_0 \)), data collection budget (\( B \)), optimal sample sizes of observations (\( \hat{n}^*, \hat{N}^* \)), total cost of data collection (CDC), confidence level (1-\( \gamma \)), and estimates of minimum half lengths of the range of accuracy of the simulation model (\( \hat{H}_{j}^*, \ j = 1, \ldots, k \)). The objective function and the
constraints of the optimization problem (12) should be determined specifically for the statistical procedure used in constructing the range of accuracy and with respect to the assumption underlying the equality of the sample sizes. Construction of the schedules should be based upon the approach chosen for determining the range of accuracy and upon the assumption underlying the equality of the sample sizes.

If approach I for developing the range of accuracy is chosen and it is assumed or required that \( n_j = n, \ N_j = N, \ j = 1, \ldots, k \), then the schedules in Table 1 are constructed for "a" values of \( c_m, c_t, c_s, \) and \( c_t \); for "b" values of \( B \); and for "c" values of \( \gamma \). (In Table 1, "c" means "contained in".)

If approach II is chosen and it is assumed or required that \( n_j = n, \ N_j = N, \ j = 1, \ldots, k \), then the schedules in Table 2 are constructed. In Table 2, \( H^{m*}_j \) and \( H^{s*}_j, \ j = 1, \ldots, k \), represent the estimates of the half lengths of the s.c.i. that are minimum in length because of the use of the optimal sample sizes \( n^* \) and \( N^* \) for the given data collection budget on the model \( (B^m) \) and on the system \( (B^s) \), respectively. \( B^m \) and \( B^s \) are specified to cover the cost of data collection on the model \( (Tc = c_t + c_m n^*) \) and on the system \( (TC = c_t + c_s N^*) \), respectively. The specifications of \( B^m \) and \( B^s \) and the collection of observations on the model and on the system are done independently and the s.c.i. for the model and for the system response variables are constructed separately with joint confidence levels of \( 1-\gamma^m \) and \( 1-\gamma^s \), respectively.
TABLE 1. Schedules. \( ((\mu_{m}^{n}) \in \{\mu, u\}; n_{j} = n, N_{j} = N, j = 1, \ldots, k) \)

<table>
<thead>
<tr>
<th>( c_{m}c_{t} )</th>
<th>( c_{s}c_{t} )</th>
<th>( B )</th>
<th>( n^{*} )</th>
<th>( N^{*} )</th>
<th>CDC</th>
<th>( \gamma )</th>
<th>( H_{1}^{*} )</th>
<th>( \ldots )</th>
<th>( H_{k}^{*} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( c_{m}c_{t} )</td>
<td>( c_{s}c_{t} )</td>
<td>( B_{m}^{*} )</td>
<td>( n_{j}^{*} )</td>
<td>( N_{j}^{*} )</td>
<td>CDC_{m}^{*}</td>
<td>( \gamma_{1} )</td>
<td>( H_{1111}^{*} )</td>
<td>( \ldots )</td>
<td>( H_{k111}^{*} )</td>
</tr>
<tr>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \gamma_{c} )</td>
<td>( H_{l11c}^{*} )</td>
<td>( \ldots )</td>
<td>( H_{k11c}^{*} )</td>
</tr>
<tr>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \gamma_{1} )</td>
<td>( H_{11b1}^{*} )</td>
<td>( \ldots )</td>
<td>( H_{k1b1}^{*} )</td>
</tr>
<tr>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \gamma_{c} )</td>
<td>( H_{1lbc}^{*} )</td>
<td>( \ldots )</td>
<td>( H_{k1bc}^{*} )</td>
</tr>
<tr>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \gamma_{1} )</td>
<td>( H_{lall}^{*} )</td>
<td>( \ldots )</td>
<td>( H_{kall}^{*} )</td>
</tr>
<tr>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \gamma_{c} )</td>
<td>( H_{lalc}^{*} )</td>
<td>( \ldots )</td>
<td>( H_{kalc}^{*} )</td>
</tr>
<tr>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \gamma_{1} )</td>
<td>( H_{labl}^{*} )</td>
<td>( \ldots )</td>
<td>( H_{kabl}^{*} )</td>
</tr>
<tr>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \ldots )</td>
<td>( \gamma_{c} )</td>
<td>( H_{labc}^{*} )</td>
<td>( \ldots )</td>
<td>( H_{kabc}^{*} )</td>
</tr>
</tbody>
</table>
### Table 2: Schedules

\[ \{ u^m_c(x^m_u u^m) ; \forall u \in [x^m_u u^m] ; H_j^* = H_j^m + H_j^s, n_j = n, N_j = N, j=1, \ldots, k \} \]

<table>
<thead>
<tr>
<th>( C_m^* C_t )</th>
<th>( B_m^* n^* T_c )</th>
<th>( \gamma^m )</th>
<th>( H_{l1}^m )</th>
<th>( \ldots )</th>
<th>( H_{k1}^m )</th>
<th>( C_s^* C_t )</th>
<th>( B_s^* N^* T_c )</th>
<th>( \gamma^s )</th>
<th>( H_{l1}^s )</th>
<th>( \ldots )</th>
<th>( H_{k1}^s )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( E_{l1}^m n_{l1}^* T_{c1l} )</td>
<td>( \gamma^m_{l1} )</td>
<td>( H_{ll11}^m )</td>
<td>( \ldots )</td>
<td>( H_{k1l1}^m )</td>
<td>( \gamma^s_{l1} )</td>
<td>( H_{ll11}^s )</td>
<td>( \ldots )</td>
<td>( H_{k1l1}^s )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( E_{l1}^m n_{l1}^* T_{c1l} )</td>
<td>( \gamma^m_{l1} )</td>
<td>( H_{ll1c}^m )</td>
<td>( \ldots )</td>
<td>( H_{k1lc}^m )</td>
<td>( \gamma^s_{l1} )</td>
<td>( H_{ll1c}^s )</td>
<td>( \ldots )</td>
<td>( H_{k1lc}^s )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( c_{s1^* C_t} )</td>
<td>( \gamma^m_{l1} )</td>
<td>( H_{llbl}^m )</td>
<td>( \ldots )</td>
<td>( H_{k1bl}^m )</td>
<td>( \gamma^s_{l1} )</td>
<td>( H_{llbl}^s )</td>
<td>( \ldots )</td>
<td>( H_{k1bl}^s )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( c_{s1^* C_t} )</td>
<td>( \gamma^m_{l1} )</td>
<td>( H_{llbc}^m )</td>
<td>( \ldots )</td>
<td>( H_{k1bc}^m )</td>
<td>( \gamma^s_{l1} )</td>
<td>( H_{llbc}^s )</td>
<td>( \ldots )</td>
<td>( H_{k1bc}^s )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \vdots )</td>
<td>( \vdots )</td>
<td>( \vdots )</td>
<td>( \ldots )</td>
<td>( \vdots )</td>
<td>( \vdots )</td>
<td>( \vdots )</td>
<td>( \ldots )</td>
<td>( \vdots )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( B_{s1}^m n_{s1}^* T_{c1al} )</td>
<td>( \gamma^m_{s1} )</td>
<td>( H_{la1l}^m )</td>
<td>( \ldots )</td>
<td>( H_{ka1l}^m )</td>
<td>( \gamma^s_{s1} )</td>
<td>( H_{la1l}^s )</td>
<td>( \ldots )</td>
<td>( H_{ka1l}^s )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( c_{s1^* C_t} )</td>
<td>( \gamma^m_{s1} )</td>
<td>( H_{la1c}^m )</td>
<td>( \ldots )</td>
<td>( H_{ka1c}^m )</td>
<td>( \gamma^s_{s1} )</td>
<td>( H_{la1c}^s )</td>
<td>( \ldots )</td>
<td>( H_{ka1c}^s )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \vdots )</td>
<td>( \vdots )</td>
<td>( \vdots )</td>
<td>( \ldots )</td>
<td>( \vdots )</td>
<td>( \vdots )</td>
<td>( \vdots )</td>
<td>( \ldots )</td>
<td>( \vdots )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( B_{s1}^m n_{s1}^* T_{c1ab} )</td>
<td>( \gamma^m_{s1} )</td>
<td>( H_{lab1}^m )</td>
<td>( \ldots )</td>
<td>( H_{kab1}^m )</td>
<td>( \gamma^s_{s1} )</td>
<td>( H_{lab1}^s )</td>
<td>( \ldots )</td>
<td>( H_{kab1}^s )</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Notice that the minimum estimates of half lengths of the range of accuracy of the simulation model \( H_j^* \), \( j = 1, \ldots, k \) are equal to \( H_j^{m*} + H_j^{s*} \), \( j = 1, \ldots, k \), respectively. The schedules in Table 2 are constructed for "a" values of \( c^m \), \( c^t \), \( C_s \), and \( C_t \); for "b" values of \( B^m \) and \( B^S \); and for "c" values of \( \gamma^m \) and \( \gamma^S \). Although the values of "a", "b", and "c" that are chosen for the model can be different from the values chosen for the system, they are shown to be the same in Table 2 for the purpose of simplicity. In a similar way, schedules can be constructed for approach III with equal and unequal sample sizes and for approach I and II with unequal sample sizes [2].

The model sponsor, model user, and model builder, individually or together, can perform a trade-off analysis by using the schedules and/or the graphs of the data contained in the schedules as will be illustrated later in section 4. The trade-offs among the cost of data collection, sample sizes of observations, confidence levels, and estimates of minimum half lengths of the range of accuracy of the simulation model can be examined and judgement decisions can be made to determine appropriate values for the data collection budget, sample sizes of observations, and confidence levels to produce the range of accuracy with satisfactory half lengths.

Next, the methodology for validating multivariate response simulation models with respect to the mean behavior by using s.c.i. will be presented.

1. Determine the experimental frame under which the validity of the simulation model is going to be tested. Go to 2.
2. Specify the acceptable range of accuracy, if there exists one, for the population means with respect to the intended application of the model as

\[ L_j \leq \mu_j^m - \mu_j^s \leq U_j, \quad j = 1, \ldots, k \]

where \( L_j \) and \( U_j \) are the lower and upper bounds of the acceptable difference between the population means of the \( j \)th model and system response variables. Go to 3.

3. If the simulation model is self-driven, go to 4; otherwise, if it is trace-driven, go to 5.

4. Choose one of the three approaches for constructing the s.c.i. that determine the range of accuracy of the simulation model and determine an appropriate statistical procedure for constructing the s.c.i. with respect to the approach chosen. Go to 6.

5. Determine an appropriate statistical procedure, with respect to the third approach, for constructing the s.c.i. that determine the range of accuracy of the simulation model. Go to 6.

6. If a trade-off analysis among cost of data collection, sample sizes, confidence levels, acceptable range of accuracy, and estimates of minimum half lengths of the range of accuracy of the simulation model is desired, go to 7; otherwise go to 9.
7. Construct the schedules and graphs with respect to the statistical approach and procedure chosen by using the optimal sample sizes. Go to 8.

8. Examine the trade-offs among the parameters by studying the schedules and/or the graphs of the data contained in the schedules. Make judgement decisions to determine appropriate values for the data collection budget, sample sizes of observations, and confidence level(s) to produce satisfactory half lengths of the range of accuracy. The estimates of minimum half lengths of the s.c.i. that determine the range of accuracy of the simulation model should be chosen to be less than or equal to the half lengths of the acceptable range of accuracy if there is one specified. Go to 10.

9. Determine the sample sizes of observations and confidence level(s). Go to 10.

10. Collect data from the real system and from the simulation model by running the simulation model with the "same" input data that drive the real system. Go to 11.

11. Determine the range of accuracy of the simulation model by constructing the $100(1-\gamma)%$ s.c.i. $[\underline{z}, \overline{u}]$ using the s.c.i. approach and statistical procedure selected. Go to 12.

12. If an acceptable range of accuracy is specified, go to 13; otherwise go to 16.
13. Determine if \([l,u] \in [L,U]\). If yes, go to 14; otherwise go to 15.

14. We are at least \(100(1-\gamma)\%\) confident that the true differences between the population means of the model and system response variables are contained within the acceptable range of accuracy \([L,U]\). Thus, the model is valid with respect to the acceptable range of accuracy under the experimental frame and the validity of the model is given by the range of accuracy \([l,u]\) at a confidence level of (at least) \(100(1-\gamma)\%\). Terminate.

15. At least one of the response variables' range of accuracy is not contained within its acceptable range of accuracy. If this incompatibility is believed to be created because of the values chosen for the sample sizes, confidence levels, and/or the estimated parameters, then go back to 6 and choose new values; otherwise revise the model and go to 6.

16. If the (at least) \(100(1-\gamma)\%\) range of accuracy for the mean behavior of the simulation model is satisfactory, conclude that the model is valid under the experimental frame and the validity of the model is given by the range of accuracy \([l,u]\) at a confidence level of (at least) \(100(1-\gamma)\%\) and terminate; otherwise, if the range of accuracy is believed to be unsatisfactory because of the values chosen for the sample sizes, confidence level, and/or the estimated para-
meters, then go back to 6 to choose new values; otherwise revise the model and go to 6.

3. **BONFERRONI METHOD FOR CONSTRUCTING THE RANGE OF ACCURACY**

Suppose that \([\bar{\lambda}_j^m, u_j^m]\) is a 100(1-\(\gamma_j^m\))% c.i. for \(\mu_j^m\) and \([\bar{\lambda}_j^m, u_j^m]\), \(j = 1, \ldots, k\), may be dependent. Then, using the Bonferroni inequality [10, 16], the probability that all \(k\) c.i.'s simultaneously contain their true population means is given by

\[
\Pr\{\mu_j^m \in [\bar{\lambda}_j^m, u_j^m] \text{ for all } j = 1, \ldots, k\} \geq 1 - \sum_{j=1}^{k} \gamma_j^m. \tag{13}
\]

Thus, the s.c.i. for \(\bar{\mu}_m\) are stated as \([\bar{\lambda}_m^m, u_m^m]\) with a joint confidence level that is greater than or equal to \(1 - \sum_{j=1}^{k} \gamma_j^m\).

Any parametric or nonparametric [8, 15] statistical procedure can be used to construct the c.i.'s with respect to one of the three approaches given in section 2 and then the Bonferroni inequality can be used to make a simultaneous inference. The range of accuracy of the simulation model can thus be stated with a minimum overall level of confidence. For example, one of the five methods that have been suggested in the simulation literature can be used for constructing a c.i. for the population mean of a model response variable and, in a similar manner, for the population mean of a system response variable. These methods are: (1) the method of replications, (2) batch
means methods, (3) regenerative methods, (4) time series methods, and (5) spectral analysis methods. (See [5, 6, 9, 10, 12, 13, 14, 18, 22] for descriptions and details of these methods.)

The Bonferroni method of constructing the range of accuracy will allow either equal or unequal confidence levels of the various response variables to be used in constructing the joint or overall model confidence level as can readily be seen from (13). For the sake of simplicity, equal confidence levels will be used in this paper. (The use of unequal confidence levels, if their use is so desired, is straightforward.)

In this section, classical statistical procedures with the Bonferroni method will be considered for constructing the range of accuracy of a multivariate response self- or trace-driven simulation model with respect to each one of the three approaches of section 2.

**Approach I**

In this approach, the range of accuracy for the mean behavior of the simulation model is determined by the s.c.i. (1).

Let \( n \) be the sample size of independent observations from the model response variables \( x_1, \ldots, x_k \) that are normally distributed with unknown population means \( \mu_1^m, \ldots, \mu_k^m \) and variances \( \sigma_1^2, \ldots, \sigma_k^2 \) respectively. Let \( N \) be the sample size of independent observations from the system response variables \( y_1, \ldots, y_k \) that are normally distributed with unknown population means \( \mu_1^s, \ldots, \mu_k^s \) and variances \( \sigma_1^2, \ldots, \sigma_k^2 \), re-
spectively. (The variances of the model response variables are assumed to be equal to the variances of the corresponding system response variables.) The \( x_j \)'s may or may not be independent. Similarly, the \( y_j \)'s may or may not be independent. Then, the c.i.'s for \( u_j \), \( j = 1, \ldots, k \), each with a confidence level of \( 1-\gamma_j \), are given [24] as

\[
\frac{\overline{x_j} - \overline{y_j}}{t_{\gamma_j/2, n+N-2} S_j} \sqrt{\frac{1}{n} + \frac{1}{N}}, \quad j = 1, \ldots, k
\]  

where

\[
\overline{x_j} = \frac{1}{n} \sum_{i=1}^{n} x_{ji}, \quad j = 1, \ldots, k
\]  

\[
\overline{y_j} = \frac{1}{N} \sum_{i=1}^{N} y_{ji}, \quad j = 1, \ldots, k
\]  

\[
S_{m_j}^2 = \frac{1}{n-1} \sum_{i=1}^{n} (x_{ji} - \overline{x_j})^2, \quad j = 1, \ldots, k
\]  

\[
S_{s_j}^2 = \frac{1}{N} \sum_{i=1}^{N} (y_{ji} - \overline{y_j})^2, \quad j = 1, \ldots, k
\]  

\[
S_j^2 = \frac{(n-1)S_{m_j}^2 + (N-1)S_{s_j}^2}{n+N-2}, \quad j = 1, \ldots, k
\]  

and \( t_{\gamma_j/2, n+N-2} \) is the upper \( \gamma_j/2 \) percentage point of the t distribution with degrees of freedom \( n+N-2 \).

Thus, according to the Bonferroni inequality [10, 16], the probability that all \( k \) c.i.'s given by (14) simultaneously contain the
true differences between the population means of the model and system response variables is greater than or equal to the joint confidence level of \( 1 - \gamma = 1 - \sum_{j=1}^{k} \gamma_j \).

Noting that the half lengths of (14) can be shortened in terms of the sample sizes by minimizing \( (1/n + 1/N) \), the objective function and the constraints of the optimization problem (12) are determined for the method of constructing (14) as follows:

\[
\text{Minimize: } (n+N)/(nN)
\]

Subject to:
\[
c_m n + c_s N + c_t + c_t < B
\]
\[
n + N \geq 3
\]
\[
n \geq 1
\]
\[
N \geq 1
\]
\[
n, N \text{ integer}
\]

The optimal sample sizes \( n^* \) and \( N^* \) that are used in constructing the schedules in Table 1 are obtained by solving (20). A solution algorithm for (20) is given in [4].
Approach II

In this approach, the range of accuracy for the mean behavior of the simulation model is determined by the s.c.i. (4) that are produced from the s.c.i. (2) and (3) by using the Bonferroni method.

Let \( n \) be the sample size of independent observations from the model response variables \( x_1, \ldots, x_k \) that are normally distributed with unknown population means \( \mu^m_1, \ldots, \mu^m_k \) and variances \( \sigma^2_{m1}, \ldots, \sigma^2_{mk} \), respectively. Let \( N \) be the sample size of independent observations from the system response variables \( y_1, \ldots, y_k \) that are normally distributed with unknown population means \( \mu^s_1, \ldots, \mu^s_k \) and variances \( \sigma^2_{s1}, \ldots, \sigma^2_{sk} \), respectively. The \( x_j \)'s may or may not be independent. Similarly, the \( y_j \)'s may or may not be independent. Then, the c.i.'s for \( \mu^m_j \), \( j = 1, \ldots, k \), each with a confidence level of \( 1 - \gamma^m_j \), are given [24] as

\[
\bar{x}_j \pm t_{\gamma^m_j/2, n-1} \sqrt{\frac{S^2_{mj}}{n}}, \quad j = 1, \ldots, k, \quad (21)
\]

where \( \bar{x}_j \) and \( S^2_{mj} \) are given by (15) and (17). Thus, the probability that all \( k \) c.i.'s given by (21) simultaneously contain the true population means of the model response variables is greater than or equal to the joint confidence level of \( 1 - \gamma^m = 1 - \sum_{j=1}^{k} \gamma^m_j \). Similarly, the c.i.'s for \( \mu^s_j \), \( j = 1, \ldots, k \), each with a confidence level of \( 1 - \gamma^s_j \), are given as

\[
\bar{y}_j \pm t_{\gamma^s_j/2, N-1} \sqrt{\frac{S^2_{sj}}{N}}, \quad j = 1, \ldots, k \quad (22)
\]
where $\overline{\gamma}_j$ and $S^2_{s_j}$ are given by (16) and (18). The probability that all \( k \) c.i.'s given by (22) simultaneously contain the true population means of the system response variables is greater than or equal to the joint confidence level of
\[
1 - \gamma^S = 1 - \sum_{j=1}^{k} \gamma^S_j.
\]

Finally, the s.c.i. (4) with a confidence level of at least \((1-\gamma^m - \gamma^S)\) are obtained by using the interval limits of (21) and (22) as
\[
(x_j - \overline{y}_j) \pm \left( \frac{t_{\gamma^m/2, n-1}}{\sqrt{S^2_{m_j}/n}} \sqrt{\frac{S^2_{s_j}}{N}} \right), j=1, \ldots, k. \tag{23}
\]

Noting that the half lengths of (21) can be shortened in terms of the sample size by minimizing \( 1/n \), the objective function and the constraints of the optimization problem (12) are determined for the method of constructing (21) as follows:

Minimize: \( 1/n \)

Subject to: \( c_m n + c_t < B^m \)

\[
n \geq 2
\]

\( n \) integer

Denoting the largest integer less than or equal to \( x \) by \( \lfloor x \rfloor \), the optimal solution to (24) is
\[
n^* = \left\lfloor \frac{(B^m-c_t)/c_m} \right\rfloor \text{ if } \left\lfloor \frac{(B^m-c_t)/c_m} \right\rfloor \geq 2; \text{ otherwise } (24) \text{ is infeasible.} \]

Similarly, \( N^* \) can be found and used with \( n^* \) in constructing the schedules in Table 2.
Approach III

In this approach, the range of accuracy for the mean behavior of the simulation model is determined by the s.c.i. (5).

Let \( N \) be the sample size of independent observations from the model response variables \( x_1, \ldots, x_k \) with unknown population means \( \mu^m_1, \ldots, \mu^m_k \), and variances \( \sigma^2_{m1}, \ldots, \sigma^2_{mk} \). Let \( N \) also be the sample size of independent observations from the system response variables \( y_1, \ldots, y_k \) with unknown population means \( \mu^s_1, \ldots, \mu^s_k \), and variances \( \sigma^2_{s1}, \ldots, \sigma^2_{sk} \).

Let \( x_{ji} \) and \( y_{ji} \) be the \( i \)th paired observations on the \( j \)th model and system response variables. In this case, the observations \( x_{ji} \) and \( y_{ji} \) occur in pairs so that the two observations are related.

Let \( d_{ji} = x_{ji} - y_{ji}, i = 1, \ldots, N \) and \( j = 1, \ldots, k \). Assuming that \( d_{ji}, i = 1, \ldots, N \) are normally distributed for each \( j = 1, \ldots, k \), the c.i.'s for \( \mu_j^d = \mu_j^m - \mu_j^s \), \( j = 1, \ldots, k \), each with a confidence level of \( 1-\gamma_j \), are given [24] as

\[
\bar{d}_j \pm t_{\gamma_j/2,N-1} \sqrt{\frac{S^2_{dj}}{N}} , \quad j = 1, \ldots, k
\]  

(25)

where

\[
\bar{d}_j = \frac{1}{N} \sum_{i=1}^{N} d_{ji}, \quad j = 1, \ldots, k
\]  

(26)

and

\[
S^2_{dj} = \frac{1}{(N-1)} \sum_{i=1}^{N} (d_{ji} - \bar{d}_j)^2 , \quad j = 1, \ldots, k
\]  

(27)
Thus, according to the Bonferroni inequality, the probability that all \( k \) c.i.'s given by (25) simultaneously contain the true population means of the differences between the paired observations is greater than or equal to the joint confidence level of \( 1 - \gamma = 1 - \sum_{j=1}^{k} \gamma_j \).

Noting that the half lengths of (25) can be shortened in terms of the sample size by minimizing \( 1/N \), the objective function and the constraints of the optimization problem (12) are determined for the method of constructing (25) as follows:

Minimize: \( 1/N \)

Subject to: \((c_m + C_s)N + c_t + C_t \leq B\)

\[ N \geq 2 \]  \hspace{1cm}  (28)

\( N \) integer

The optimal sample size \( N^* \) is obtained by solving (28) and is used in constructing the schedules similar to the ones in Table 1. Denoting the largest integer less than or equal to \( x \) by \( \lfloor x \rfloor \), the optimal solution to (28) is

\[ N^* = \lfloor (B - c_t - C_t) / (c_m + C_s) \rfloor \text{ if } \lfloor (B - c_t - C_t) / (c_m + C_s) \rfloor \geq 2; \]

otherwise (28) is infeasible.

The Roy-Bose method of constructing s.c.i. [16] can also be used with respect to each one of the three approaches to determine the range of accuracy of the simulation model with an overall level of confidence [2]. However, when the precisions of the Bonferroni and Roy-
Bose s.c.i. are compared in terms of their expected lengths, it is
found that when constructing an interval for each of the k response
variables, the Bonferroni intervals are shorter for the same number
of observations, especially when the number of response variables is
large [2, 16].

4. EXAMPLES

In this section, the methodology of section 2 and the statistical
procedures of section 3 are illustrated for two cases: (1) self-driven
steady-state simulation, and (2) trace-driven terminating simulation.

In the first case, a multivariate response self-driven simul-
ation model representing an M/M/1 queueing system is considered. The
simulation model is represented by a computerized self-driven model
of M/M/1 with an arrival rate ($a_r$) of 1 and a service rate ($s_r$) of
1/0.76. Similarly, the real system is represented by a computerized
self-driven model of M/M/1 with $a_r = 1$ and $s_r = 1/0.75$.

In the second case, a multivariate response trace-driven simul-
ation model representing an $E_2/E_2/1$ queueing system is considered. The
simulation model is represented by a computerized trace-driven model
of $E_2/E_2/1$ with $a_r = 0.7$ and $s_r = 0.99$. The real system is represent-
ed by a computerized model of $E_2/E_2/1$ with $a_r = 0.7$ and $s_r = 1$. The
model and system response variables are observed in pairs by running
the simulation model with the same trace-data that drive the real
system. The trace-driven simulation is obtained by using the same
sequence of random numbers to generate the same arrival pattern to
the model and to the system and by using another sequence of random
numbers to generate the same pattern of service times in the model
and in the system.

The random variate generation is done on an IBM 370 by using the
Inverse Transform Method [6] and the multiplicative congruential ran-
dom number generator \( W_n = 7^5 W_{n-1} \pmod{2^{31}-1} \). In each of the simula-
tions in this section, the initial (starting) conditions are assumed
to be an empty system and the first arrival takes place at time zero.

4.1 SELF-DRIVEN STEADY-STATE SIMULATION

A multivariate response self-driven simulation model (M/M/1,
\( a_r = 1, s_r = 1/0.76 \)) representing an M/M/1 queueing system (\( a_r = 1, \)
\( s_r = 1/0.75 \)) has two response variables (performance measures) of
interest, namely, the utilization of the server (response variable 1),
and the average waiting time of customers in the system (response
variable 2). The steps of the methodology of section 2 will be fol-
lowed for determining the range of accuracy of the simulation model
with respect to its mean behavior.

The experimental frame under which the validity of the simula-
tion model is going to be tested is determined by the Poisson arrival
process with rate \( a_r \), exponential service times with rate \( s_r \), and the
first-come first-served queue discipline. Assuming that the intended
application of the model is to analyze the mean behavior of the system with respect to the performance measures chosen, the acceptable range of accuracy for the population means is specified as

\[-0.035 \leq \mu_1^m - \mu_1^s \leq 0.035\]

\[-0.450 \leq \mu_2^m - \mu_2^s \leq 0.450\]  

(29)

In Step 4 of the methodology, approach II is chosen to determine the range of accuracy and the statistical procedure of section 3 for approach II is chosen to be used assuming that the underlying assumptions will be satisfied. Supposing that a trade-off analysis is desired, we go to Step 7 to construct the schedules in Table 2.

Estimates of variances of the model and system response variables are needed to construct the schedules. In a pilot run of the simulation model, five independent observations (batches) are obtained in steady-state (after deleting the transient period of the first 10,000 customers) from each of the model response variables by using the method of batch means with a batch size of 5,000 customers. Similarly, five independent observations are obtained from the system and the estimates of the variances are found to be

\[S_{ml}^2 = 0.00058, S_{m2}^2 = 0.093834, S_{s1}^2 = 0.000311, \text{and } S_{s2}^2 = 0.071064.\]

Assuming that \(C_L = $150, C_L = $250, C_m = $6, \text{and } C_s = $8, \text{and obtaining } n^* \text{ and } N^* \text{ from (24) for several different values of } B^m \text{ and } B^s, \text{ the schedules in Table 2 are constructed. Using the data}
contained in the schedules, Figures 1, 2, 3, and 4 are developed. In Figure 1, the relationships among the minimum half length estimates of the c.i. for the population mean of the first model response variable, significance levels, and the data collection cost are shown. Similarly, Figures 2, 3, and 4 show the relationships for the second model response variable, the first and the second system response variable, respectively.

The trade-offs among the parameters can now be examined by studying the graphs and/or the schedules. It is desirable to choose the confidence level and the sample sizes (number of batches), at a reasonable cost, in such a way that the range of accuracy of the simulation model that will be determined will have half lengths that are no longer than the half lengths of the acceptable range of accuracy specified. As a result of a judgemental analysis of the trade-offs among the parameters, let us assume that the following have been found satisfactory for the intended application of the model: \( n^* = 25 \), \( Tc = \$300 \), \( \gamma^m = 0.05 \), \( H_{1}^{m} = 0.0117 \), \( H_{2}^{m} = 0.1483 \), \( N^* = 20 \), \( TC = \$410 \), \( \gamma^s = 0.05 \), \( H_{1}^{s} = 0.0097 \), and \( H_{2}^{s} = 0.1469 \).

In Step 10 of the methodology, the simulation model and the system are run for 25 and 20 batches in steady-state, respectively, for 5,000 customers in each batch after deleting the first 10,000 customers in the transient period. The following results are obtained: \( \bar{x}_1 = 0.7626 \), \( \bar{x}_2 = 3.1767 \), \( s_{m1}^2 = 0.00028 \), \( s_{m2}^2 = 0.05546 \), \( \bar{y}_1 = 0.7504 \), \( \bar{y}_2 = 3.0401 \), \( s_{s1}^2 = 0.00021 \), and \( s_{s2}^2 = 0.05922 \). The univariate normality of the observations collected on the model
and system response variables is tested by using the Box-Cox transformation test [1]. The univariate normality is accepted for \( x_1 \), \( x_2 \), \( y_1 \), and \( y_2 \), with approximate significance levels of 0.66, 0.65, 0.78, and 0.86, respectively.

In Step 11, the range of accuracy of the simulation model is constructed for several values of joint confidence level by using (23) and is presented in Table 3. Since the 80%, 90%, and 95% range of accuracy is completely contained within the acceptable one (29),

**TABLE 3. Range of Accuracy of the Self-Driven Steady-State Simulation Model.**

<table>
<thead>
<tr>
<th>M/M/1 Model ( (\alpha_r = 1, s_r = 1/0.76, n^* = 25) )</th>
<th>M/M/1 System ( (\alpha_r = 1, s_r = 1/0.75, N^* = 20) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mu_1^m - \mu_1^s ) ( \epsilon ) ([-0.0015, 0.0259])</td>
<td>( \mu_2^m - \mu_2^s ) ( \epsilon ) ([-0.0745, 0.3477])</td>
</tr>
<tr>
<td>( \mu_1^m - \mu_1^s ) ( \epsilon ) ([-0.0039, 0.0283])</td>
<td>( \mu_2^m - \mu_2^s ) ( \epsilon ) ([-0.1115, 0.3847])</td>
</tr>
<tr>
<td>( \mu_1^m - \mu_1^s ) ( \epsilon ) ([-0.0059, 0.0303])</td>
<td>( \mu_2^m - \mu_2^s ) ( \epsilon ) ([-0.1428, 0.4160])</td>
</tr>
<tr>
<td>( \mu_1^m - \mu_1^s ) ( \epsilon ) ([-0.0118, 0.0362])</td>
<td>( \mu_2^m - \mu_2^s ) ( \epsilon ) ([-0.2344, 0.5076])</td>
</tr>
</tbody>
</table>
it is concluded, in Step 14, that we are at least 95% confident that the true differences between the population means of the model and system response variables are contained within the acceptable range of accuracy (29). Thus, the model is valid with respect to the acceptable range of accuracy under the experimental frame and the validity of the model is given by the range of accuracy in Table 3 at a joint confidence level of at least 95%.

4.2 TRACE-DRIVEN TERMINATING SIMULATION

A multivariate response trace-driven simulation model \((E_2/E_2/1, a_r = 0.7, s_r = 0.99)\) representing an \(E_2/E_2/1\) queueing system \((a_r = 0.7, s_r = 1)\) has two response variables of interest, namely, the average queue length for the first 500 customers (response variable 1) and the average waiting time in the system for the first 500 customers (response variable 2). The steps of the methodology will be followed for validating the model with respect to its mean behavior.

The experimental frame is determined by the Erlang-2 arrival process with rate \(a_r\), Erlang-2 service times with rate \(s_r\), and the first-come first-served queue discipline. It is assumed that there is no acceptable range of accuracy specification made. The statistical procedure of section 3 for approach III is chosen in Step 5, assuming that the underlying assumptions will be satisfied. Supposing that a trade-off analysis is desired, we go to Step 7 to construct the schedules similar to the ones in Table 1.
Pilot runs are made to estimate the variances and ten independent observations are obtained in pairs by using the method of replications and the same sequences of random numbers for the model and the system. Then, the variances of differences of the paired observations are estimated to be $S_{d1}^2 = 0.090315$ and $S_{d2}^2 = 0.192665$.

Assuming that $c_t = 200$, $C_t = 1,400$, $c_m = 10$, and $C_s = 35$, and obtaining $N^*$ from (28) for several different values of $B$, the schedules are constructed and Figures 5 and 6 are developed. Since there is no acceptable range of accuracy specified, we desire to choose the confidence level and the sample size, at a reasonable cost, in such a way that the half lengths of the range of accuracy will be as short as possible. Let us assume that, as a result of a judgemental analysis, the following parameter values have been found satisfactory: $N^* = 30$, $CDC = 2950$, $\gamma = 0.1$, $H_1^* = 0.1122$, and $H_2^* = 0.16388$.

In Step 10, the simulation model and the system are replicated 30 times, for 500 customers in each replication, by using the same sequences of random numbers for the model and the system. The following results are obtained: $\bar{d}_1 = 0.0820$, $\bar{d}_2 = 0.1255$, $S_{d1}^2 = 0.09699$, and $S_{d2}^2 = 0.20161$. The univariate normality of the differences between the paired observations is tested by using the Box-Cox transformation test. The univariate normality is accepted for $d_1$ and $d_2$ with approximate significance levels of 0.35 and 0.45, respectively.
In Step 11, the range of accuracy is constructed for several values of joint confidence level by using (25) and is presented in Table 4. Assuming that the range of accuracy for the mean behavior of the simulation model with 97.5% confidence is satisfactory, it is concluded, in Step 16, that the model is valid under the experimental frame and the validity of the model is given by the range of accuracy in Table 4 at a joint confidence level of at least 97.5%.

**TABLE 4. Range of Accuracy of the Trace-Driven Terminating Simulation Model.**

<table>
<thead>
<tr>
<th>E_2/E_2/1 Model (a_r = 1, s_r = 0.99, N^R = 30)</th>
<th>E_2/E_2/1 System (a_r = 1, s_r = 1.00, N^R = 30)</th>
</tr>
</thead>
<tbody>
<tr>
<td>≥ 90%</td>
<td>( \mu_1^d \in [-0.0343, 0.1983] )</td>
</tr>
<tr>
<td></td>
<td>( \mu_2^d \in [-0.0540, 0.2180] )</td>
</tr>
<tr>
<td></td>
<td>( \mu_1^d \in [-0.0705, 0.2345] )</td>
</tr>
<tr>
<td></td>
<td>( \mu_1^d \in [-0.1175, 0.2815] )</td>
</tr>
</tbody>
</table>
5. CONCLUSIONS

A methodology using s.c.i. is presented for validating a multivariate response self- or trace-driven simulation model of an observable system. The methodology provides three approaches for constructing the s.c.i. to express the range of accuracy of a simulation model with respect to its mean behavior. Any statistical procedure can be used to construct the range of accuracy with respect to one of the three approaches. The methodology is illustrated by using the Bonferroni inequality to make a simultaneous inference and state the range of accuracy of the simulation model with a minimum overall level of confidence.

The methodology includes the use of schedules and graphs to show the relationships among the sample sizes of observations, cost of data collection, confidence levels, and estimates of minimum half lengths of the s.c.i. that determine the range of accuracy of the simulation model. The model sponsor, model user, and model builder, individually or together, can perform a trade-off analysis by using the schedules and/or graphs and can make judgement decisions as to what data collection budget to allocate, what data collection method to use, how many observations to collect on each of the model and system response variables, and what confidence level to choose to produce the range of accuracy with satisfactory half lengths.

The methodology using the Bonferroni s.c.i. is illustrated for validating self-driven steady-state and trace-driven terminating simulation models.
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