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ABSTRACT

Information retrieval systems have 2 tremendous potentizl for contributing to research
in virtually all areas. To date, this potential has not been fully realized, largely
because of problems with controlling retrieval. One way of viewing these problems is
that retrieval sysiems use keywords as indices 1o retrieve texts, as opposéd 1o
understanding the words in reguests. We describe a project for creating a lexicon from
machine-readable dictionaries, which information retrieval systems can use 1o go
beyond present indexing methods, bringing the actual performance of such systems
closer to their potential.

INTRODUCTION

In about 1970, 2 teacher of one of the current authors, an optimistic and reasonably
computer-sophisticated humanities researcher, put a query to an information retrieval
(IR) system. About a week later, he came back to his office from class, to find his door
blocked by a stack of computer accordion paper about two feet high: his answer. Not
xnowing what else to do with it, he scanned the listing for the three crucial references
ne knew were in the collection that the system was searching. They weren’t listed.

There have been decades of hype about the advantages for almost any kind of
research of storing large on-line full-text databases. Up to now, though, the hype has
infrequently been maiched by direct advantages for people who are not compuier
experts, becaunse it is so hard to get what the user wants out of the retrieval sysiems.

* This research was supported in part by a grant from NCR Cerporation and by the National Science
Foundation under grant IRI-8703580 to Virginia Polytechnic Institute and State University and
under grant IRI-8704619 1o I1linois Institute of Technelogy.
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Things are improving, but there are still two complementary problems: the search
tends to get too much, including lots of irrelevant references; and it tends to miss cen-
tral references, even when the retrieval system "knows” about them.

IR systems get at documents using indices: either descriptors (key words) some-
body chose or words that occur in the documents themselves. Retrieval matches the
words in a request with the index words for the documents. Retrieval failures can stem
from either of two sources: the documents may be indexed badly, or the retrieval system
may do a bad job of matching the user’s information need with the entries in document
indices. ' :

One aspect of the problem is that retrieval systems don't know moch about words.
The situation is not quite as bad is it would be if the retrieval systems used arbitrary
indices (say numbers). They can often perform functions like stemming, so that if the
user asks for information about “structural elements”, the system can figure cut that
s/he may be interested in something that is indexed by “elements of the structure”™. But
they can't figure out that users interested in sheep husbandry are probably interested

in lamb raising.

The solution this research investigates is to provide IR systems with information
about words -- meanings as well as grammatical features -- to help them relate the con-
_cepts in the query with the concepts in the texts they retrieve. Since users will contin-
ve to use words in gqueries (and not for instance some special “direct representation” of
concepts), what this means in practice is that the system will know what words are
related to the various senses of the words that appear in both the query and the docu-
ments. In particular, if a user asks about sheep husbandry, the system will know the

following:

*  “lamb” is related to “sheep” by representing the young of the species, so
information about iambs is also information about sheep;

ol

* *“husbandry” is related to “raising” because both are forms of animal
production, so information about animal raising is relevant to animal
husbandry; and for that matter --

* “merino” is an immediate taxonomic subordinate of “sheep” {i.e. a kind
of them), and breeding is also producing, so someone interested in sheep
husbandry probably wants to know about merino breeding; and so on.

In addition, insofar as the system can use clusters of relevant words to identify the
desired senses of at least some of them, the lexicon can help filter unwanted references
-as well as help find wanted ones that might otherwise be missed.

The following section describes the structure of relational lexicoms. The third
section gives a brief overview of the hierarchy of lexical relations under investigation
at Virginia Polytechnic Institute and State University and in coordinated work at
Illinois Institute of Technology. The fourth discusses the processes for extracting such
iexicons from machine-readable dictionaries (MRDs), including technigues for identi-
fying specific lexical relations from definition texts. The fifth section considers
applications of such a lexicon, beginning with improving information reirieval,
especially by non-experts, and going on to other applications and the potential benefits
of using the same lexicon for several different applications. Finally, the last section
looks briefly at the state of the art, at current limitations, and at some possible ways
around them.
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RELATIONAL LEXICONS

Lexical relations are specialized links which join concepts as expressed by or
embodied in words. These links may represent semantic or syntactic relationships, and
can be used to reflect not only major aspects of meaning, but also morphological rela-
tionships, implicatures, and so on. A wide study of lexical semantic relationships was
launched in the U.S.S.R. in connection with development of the Explanatory
Combinatory Dictionary (ECD) [Apresyan et al. 1969; Mel cuk and Zholkovsky 1988]. Lexical
relations were part of each entry in the unilingual Russian dictionary, and played a
key role in the “meaning <=> text” model [Mel'cuk 1973; Mel'cuk 1988). On the basis of investi-
gations of the dictionaries and surveys of other work with lexical relations, the authors
have identified a complex hierarchy of over one hundred lexical relations [Nuner 1989].

However, while theoretical work involving lexical relations has been going on for
over twenty years, few machine-readable lexicons based on them have yel appeared.
Evens investigated how such a lexicon might be prepared [Evens erel. 1985), and using the
Linguistic String Parser [Sager 1981], she and Ahlswede developed a grammar for parsing
adjective definitions in Webster's Seventh. The current joint project extends this
work, using several dictionaries and a variety of methods to create a large, usable lexi-
con for use in IR systems. Some preliminary results appear in [Fox et al. 1988].

The fundamental concept behind relational lexicons is that as much as possible of
the information in the lexicon is represented directly in terms of lexical relations
among words (ideally among word senses, or occasionally, as in relations like “alternate:
spelling”, between a head sense and 2 string). Classical work in the literature (e.g.,
[Apresyan et al. 1969]) CORCERLrales heavily on semantic reiations. The stress on semantics
is important, since most traditional computational lexicons (e.g., for natural language
processing) comtain only syntactic information, with semantic relations represented
separately. But the intent of this work is not to continue a tradition whicil partitions
the two kinds of knowledge, simply shifting the term “jexicon” from the syntactic to
the semantic representation. Instead, the work aims to combine the two into a single
lexicon, with a unified representation. Hence this research talks about lexical rela-
tions, as a broad class which combines semantic, syntactic, morphological, and other
kinds.

KEnowledge Represenfation

From the point of view of computer systems, a relational lexicon is a graph. Any
given word (or word sense) is represented by 2 node, from which there are pointers to
(nodes representing) all the related words and the relations that link them. TFor
instance, suppose that the system has some information about sheep, including the
information described in the introduction. In particular, it knows that “lamb” names
the young of sheep, “ram” names the male, “ewe” names the female, and “merino”
pames a kind of sheep. It also knows that “young of”, “male of”, and “female of” are
semantic markers I, which in turn are a kind of semantic relation, and that “1axonomic
subordinate” is also a semantic relation. Notice that there are two kinds of information
here: information about relations between words (how “lamb” is related to “sheep”),
which is derived from dictionaries, and information about the relarions themselves
{“young of” is a semantic marker, which is a semantic relation), which is derived from
2 theoretical analysis of lexical relations. Building the lexicon begins by hand building
information about the relations; there. are few enough of them, and the siructure is
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simple enough, that this is a feasible operation. Then relations derived from
dictionaries are added.

Because there is information about relations, to be represented in the same
network as the information about words, the relations themselves are not merely linksg,
but “objects” (nodes) in the network. An instance of another type of node called a
proposition node represents the information that “lamb” is the young of “sheep”. This
node has argunment arcs (ordered, to tell the arguments apart) to the nodes for lamb and
sheep, and a relation arc to the node representing the relation young-of. Another
proposition node has a member arc to the node for young-of and a class arc to the node
for semantic markers, indicating that young-of is a semantic marker,
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Figure 1. Representation for information about "sheep”

Figure 1 gives a network representation for the information above. Proposition nodes
have labels beginning with M’s. M] represents the proposition that the taxonomic
subordinate relation is a semantic relation, M2, M3, and M4 represent the information
that young-of, female-of, and male-of are semantic markers. M5 and M6 use
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subclass/superclass arcs to indicate that semantic markers are semantic relations,
which in tora are lexical relations. M7 says that merino is 2 kind of sheep, and M8
through M10 tell us about lambs, rams, and ewes. The order in which the items appear
(in the network diagram or in the computer) is conceptvally irrelevant. Arcs are dis-
tinguished by their labels and the nodes on either end, nodes by their identifiers
(labels). All arcs can be traversed in either direction; that is, for every arc, there is
automatically an inverse arc, which points from the original arc’s tail to its head.

~ This network is of course greatly simplified. For instance, it completely ignores
the sense/subsense hierarchy. The ram that is a male sheep is a different sense from
the one that bashes in doors; in a full network, these have different nodes, with differ-
ent tabels, which have paths (directly or through subsense and supersense arcs) to the
nodes actually indexed on (labeled by; accessed through) the strings which are the
words’ spellings. Similarly all the syntactic information has been eliminated, for
simplicity's sake, as well as *upward” information about sheep (that they are mammals,
and so on). The representations for these are similar in spirit, although of course the
details are different. In general, the representation of a non-symmetric lexical reia-
tion berween two terms -- e.g., young-of(lamb, sheep) -- consists of a proposition node,
with an argl arc to the first argument, an arg2 arc to the second argument, and a re!
arc Lo the relation node. Symmetric relations (various versions of synonymy and ant-
onymy, for instance) use unnumbered argument arcs, 10 make symmelry automatic.
The overall representation is a semantic network, based on the SNePS formalism
described by Stuart Shapiro {[Shapiro 1979%: Shapiro and Rapapor: 1987], zlthough we cannot use
the SNePS software for full-scale implementation, for reasons discussed in the final
section,

Path-based Operations

The key to using the relational lexicon, then, lies in finding useful and efficient
ways to navigate through these graphs. The basic concept involved is that of a path. 1n
the simplest cases, a path is a labeled arc or a defined pattern of labeledarcs. For
instance, “a class arc, or a class arc followed by any number of pairs of arcs consisting
of first an inverse subclass arc and then a superclass arc” defines a path which exists
between any node and any other node representing a class to which the original node
belongs. Paths can be concatenated (this followed by thaty, “and-ed” (a path that satis-
fies this and that), “or-ed” (one that satisfies any of the following), complemented (a
path that does not have this), repeated (any number of these: one or more of these; etc.)
or any combination of these operations,

In more complex cases, the path may involve restrictions which must be met.
Consider a path that begins with a node representing a word sense and finds all explicit
synonyms for that sense and in addition all explicit synonyms of explicit synonyms.
That is, if “rapid” is given as a synonym for “fast™, “speedy” is given as 2 synonym for
“rapid”, and “quick” is given as & synonym for “speedy” but not for “rapid” or “fast”,
then starting with “fast”, we want to find “rapid” {explicit synonym) and “speedy”
(explicit synonym of an explicit synonym) but not “quick™ (because i1 is three steps
away instead of one or two). Then the following ruies describe the desired path:

L every (other) target of an argument arc from a node which has an
- argument arc to this node and 2 rel arc to SYNONYM: and '

2. every node which can be reached by the path in rule 1 from a node

obtained from this one by rule 1. (This is applied enly to nodes which
were obtained by rule 1 in the first pass.)
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The path defined here, then, gives synonyms (one “step” away) and synonyms of syn-
onyms (two “steps” away), but nothing any more distant. In this example, the restric-
~tion on the path is a condition which a2 node must satisfy in order for the path 10 make
use of it. This is one of two basic kinds of restrictions. The other kind of restriction
allows a path of one kind provided that there is no path of another (separately defined)
kind from its source to its target. Figure 2 below gives 2 brief summary of some ways Lo

form paths.

Operator Description

Converse A path Q may be defined as the reverse of a path P
(for any x and y, if there is a path P from x to Y,
then there is a path Q from y 1o x).

Composition A path Q may be defined as the result of compos-
ing a sequence of possibly different paths., That
is, if Py is a path from x; to x5, P, is a path from
X2 1O X3, ..., and Pp is & path from x, to x4, then
the path through all the P's from X110 Xp41 15 2

path Q.

Self-composition A path Q may be defined as repetitions of a path
P. Special cases: composition zero or more times
(Kieene star), one or more times (Kieene +), up
1o n times, exactly r times,

‘i‘
Logical Not A path Q may be defined to exist between x and y
provided that there is not a path P between them.

Logical And A path Q may be defined to exist between x and y
provided that for some set P = (P, ..., Ppn) of paths,

there is a path P; between x and y and ... and a
path Pp between x and y.

Logical Or A path Q may be defined to exist between x and y
provided that for some set P of paths, there is at
least one path Pj belonging to P between x and y.

Restriction A path Q may be defined to exist between X ang y
provided that a path P exists between x and v and
that x or y satisfies some further condition.
Includes domain restriction (x belongs to & speci-
fied set), range restriction (the same for y). and
restrictions such as the need to have a particular
kind of path from x or y to some other node z).

Figure 2. Path definition operators
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The network representation represents a few relations among words directly, and
many, many more indirectly. For instance, “being a semantically marked related word
for a word™ could be viewed as a relation between words, This relation holds between
“sheep”™ and “lamb” (because “lamb™ is related to “sheep” by “vyoung-of”, which is a
semantic marker relation), and similarly between “sheep” and “ram” or between
“sheep™ and “ewe”. Another indirectly represented relation is the one that holds
between words which are different semantically marked words relative 1o the same
base term. This holds between “lamb”, “ewe”, and “ram™; and so on. The importance of
paths is that they allow us to define indirectly represented relations, so that the system
can retrieve on them as well as on the directly represented ones. Essentially, any
relation which can be represented -- however indirectly -- by the formalism can be
defined as a path. Path-based retrieval is efficient, because (so long as it is anchored at
a starting point) it is just a matter of following pointers; there is no general pattern
analysis involved. The operations of path definition and path-based retrieval are thus
keys to making the lexicon work efficiently.

THE LEXICAL RELATION HIERARCHY

The example -in the previous section demonstrates two points about the current
approach to lexical relations that distinguish it from others. First, and most impor-

tantly, the relations are not all on a par. They form a hierarchy, which may be very -

important to understanding information which they convey, and which the current
work represents directly. That is, lexical relations are not grouped only to make it
easier to read tabies made up of lots and lots of them: This grouping is part of the theo-
ry which they represent. Further, the hierarchy is not a2 simple two-tiered hierarchy,
It has aiready been exiended to five levels, and will very likely become deeper as
investigations progress.

Second, which follows from the first point, the relations are not just a shorthand
for giving information about words. They are also themselves objects of knowledge,
which the network also directly represents. This knowledge of course begins with the
* hierarchical information about the relations, but it does not have to stop there, For
example, the metwork can directly represent such information aboui relations as
domain dependence or independence, and in the case of domain dependence, which
domain the relation normally reflects. Many domains involve relations among words
which are not usually represented in the language at large. For instance, 2 medical
dictionary could be expected to reflect such relations as “symptom of”, “counteragent
to”, and the like. Ultimately, a realistic lexicon for information retrieval may need
many such relations, and may also want to know the: domain(s) in which the relation
applies. '

If the hierarchy of relations were viewed as static, designers might exploit infor-
mation of all these kinds without ever expressing it in the lexicon. The knowledge
would then be “compiled into™ the procedures used in retrieval; primarily, into path
conditions, which would then refer throughout to specific relations, rather than a
restriction, for example, that the relation must belong to a certain class. There are at
least three good reasons not to do this.

First, even if the relational hierarchy were static, it would not follow that the

‘paths of interest always are. There are huge numbers of possible path definitions, only
some of which will ever be useful. Which paths aid effective query expansion for
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information retrieval, for instance, is an open research topic. There are some prelimi-
nary results [Fox 1980; Evens et al. 1985; Wang et al. 1985; Lesk 1987; Jenzen and Binot 1988}, but substan-
tial further experimentation will be needed before drawing any very strong conclu-
sions. Since the lexicon will be used to run the experiments, the conclusions (in the
form of evaluations of paths) cannot be hard-wired in. Further, there will probably be
ne final conclusions for a very long time to come. It is therefore desirable to maximize

flexibility.‘

Second, even if everything could be hard-wired, it is not clear that one wourld want
to. In any knowledge representation, there are trade offs between making information
explicit (cost in space) and making it implicit (cost in time). Following paths will be
about ecqually complex on either plan. Formulating path definitions is relatively
straightforward, given the information about the hierarchy. For instance, it is easy to
write definitions for the paths that would give us all terms that are semantic markers of
a given term, because the system directly represents which relations are semantic
markers. Without that information in the network, designers would have to list all the
relations in the program. The path definition immediately becomes far more complex
(lots of “or’s”™), and writing it becomes far more error prone (what if one is forgotten?).

Third, current knowledge is not complete. In fact, it probably cannot be: from the
viewpoint of this work, the class of lexical relations is open. It follows that at some
peint it may be desirable to add new relations to the lexicon, becanse they were found in
a new dictionary, because they appeared in some non-dictionary source, because
‘researchers finally learned how 1o get them out of an old dictionary, or perhaps for
other reasons. If hierarchical information appears in the network, then 1o add {say) a
new semantic marker involves adding the information that it is a semantic marker, as
well as the new propositions about what it marks. If the path which selects semantic
markers looks for a path from the relation to the node for semantic marker, it will now
find the markers in this new class “for free”. But if the path is defined by listing
semantic marker relations, the designers would have to go in and redefine it. They
would alse have to know which paths they will now have 10 go in and change. Afler
substantial time has passed, there is no reason to believe that any of the paths would do
what they were supposed to do any more.

Hence the current studies imply that the hierarchical organization of lexical rela-
tions is central not only to their theoretical understanding but also 1o the strucinre of
the lexicon. The hierarchy itself is large: the authors have identified over a hundred
relations, in a structure five levels deep. The appendix gives a stripped down outline of
part of the hierarchy; 2 more detailed description can be found in [Nutter 1989].

EXTRACTING RELATIONAL LEXICONS FROM MRDS

Many (but not all) of the lexical relations so far identified can be extracted automati-
cally from dictionary definitions. The process of identifying relations in definitions
has several distinct phases. The current work has not attempted to find a single pro-
cessing technique, which after one pass will give a list of all the relations in the diclio-
nary. Instead, it involves a process of successive refinement, using successively deeper
and deeper techniques until an adequate ievel of analysis emerges.

Page 8



Nurtter, Fox and Evens Building a Lexicon from MRDs

Surface Analysis

The first pass uses simple text-processing methods to retrieve relations which are in
some sense right on top. Trivially, the dictionary format provides extractable part-of-
speech information. A sense/subsense hierarchy for individual words, aliernative
spellings, and the like can also be established. At a slightly less trivial level, synonyms
are often explicitly flagged. Depending on the dictionary, very simple techniques may
suffice to identify synonyms (though not necessarily the degree of synonymity; we can
reflect this degree of imprecision by asserting the relation at an intermediate point in
the relational hierarchy which dominates all the various synonymy relations, rather
than selecting one over another). The same goes for antonyms. . Single-word defini-
tions, far more common than one might e¢xpect, also yield readily 1o very primitive
_analysis techniques.

Deeper Analysis by Defining Formulae

The surface technigues described above do get the process off the grovnd, but at that
point it is still flying pretty low. The next step involves dealing with the content of the
definitions. Deep understanding of arbitrary texts lies far beyond the state of the art,
certainly now and for decades tc come. The saving grace of this undertaking is that
dictionary definitions are no more arbitrary in their language than in their structure.
On the contrary, dictionaries contain many formalized constructs, expressions (like “of
or pertaining 107) never seen outside their covers, whose purpose is 1o flag specific lex-
ical relations. This phase of analysis, then, has two parts: tdentifying such defining
formulae, and then using the defining formulae 1o locate lexical relations in defini-

-tions.

It would be lovely to go 1o (or even make) a comprehensive list of all defining for-
mulae, which could then be used in processing all dictionaries. Unfortunately, while
most dictionaries “speak” related languages, they don’t use exactly the same one. Each
dictionary’s defining formulae must be identified, and associated with lexical relations.
Fortunately, this need not be done entirely by hand.

This first step is to form KWIC indexes for the definition texts, looking for words
and phrases that are very common. The definitions in which they occur are then
examined to see whether these words and phrases are (or are part of) defining
formulae and which relations they indicate, to group multiple formulae which indicate
the same relation, and so on. This effort is interspersed with a certain amount of ran-
dom sampling, together thh a certain amount of guided sampling (to see how they
handle “male-of”, look up “ram”, “stallion”, “bull”, etc.; and so on). The process is
tedious, but fcas:ble and not particularly hard.' To date such analyses have been
performed on the such documents as Collins Englisk Dictionary [Fox eisl. 1986) and

Webster's Seventh [Ahlswede 1988; Ahlswede and Evens 1988a].

‘These defining formulae are now used to reexamine the definitions. Once again,
the strategy has several layers. For example, identifying defining formulae makes it
possible to recognize a new set of “virtnally one word” definitions, that is, definitions
which contain only one word (d:sregardmg articles) over and above a recognized
defining formula. That is, once “of or pertaining to” has been identified as a defining
formula for the “related adjective” relation, the definition of “soiar” as “of or pertain-
ing to the sun” is reduced effectively to one word plus an identified relation. Such defi-
nitions are obviously easy to deal with, and require no deep parsing or understanding.
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There remain .definitions which reguire more sophisticated analysis, and some
which simply go beyond what can be analyzed fully. Progress reports on our experi-
ence with Webster's Seventh and Collins English Dictionary can be found in
[Fox et al. 1988] and [Ahlswede and Evens 1988b].

INTEGRATING THE LEXICON INTO LARGER SYSTEMS

Immediate Advantages

The kind of relational lexicon described above offers IR Systems: several immediate-

advantages, One possibility, not wnder current investigation, is enhanced indexing.
Substantial work has been done on disambiguating words in large text databases using
their immediate (two to three 'surrounding word) context (see €.g. [Choueka et al. 1983)
and [Choueka and Lusignan 1985]}. Suppose all the terms in the texi base were disambigu-
ated using these techniques, and then a2 relational lexicon were used 1o index
automatically on an expanded term set, including words that do not occur in the
-document, but are reiated to reievant senses of those that do. Such an approach might
give some subsiantial advantages immediately. No work is currently scheduled in this
direction, but it is an interesting avenuve, which may be explored eventually. This
approach addresses the potential problem of bad indexing, mentioned in the first sec-
tion.

But IR system designers may not want to store very large term sets, and may not be
abie to analyze the entire corpus for disambiguation. Without disambiguation,
expanded indexing would create garbage indexes (expanded from wrong senses of
words in the text), thus aggravating the problem of retrieving documents the user
doesn’t want. Happily, there is a second direction to work from, and this is where the
authors are concentrating our efforts.

e}

Recall that the second problem involved poor matching between the document
indices and the terms in the query. As an alternative o ¢xpanding the indices, the
query can be expanded. This process can be semiavtomated. That is, given a query, the
System can show the user a list of words which can be derived from irs terms, and ask
the user which of these the user is interested in. This amounts 1o getting the user to
perform disambiguation for the System. Showing the user zall the possible expansions
on the first pass might overwhelm the user (and the screen!) with foo-much informa-
tion. Fortunately, there is no need to do that, so long as the initial selections include
enough information .to let the system disambiguate to a useful level (if the user saig
“ram”, we might want the initial choices to include “sheep™ and “battering™; we counld
use the one selected to identify the relevant sense of “ram”™). Then, with major terms
disambiguated, the system could come back with a “full” expansion, and give the user a
last chance to perform additions or deletions, or to try again. The aim is to include
enough related terms for the actual query to find documents that use terms the user
didn’t think of, without capturing documents that use terms related to the WIONRZ senses
of the terms the user did think of. Obviousiy, this could be combined with the expanded
indexing approach described above. In that case, with senses identified within reason
on both sides -- document and query -- it may also be possible to filter documents
indexed by the same terms as the user’s request, but used in entirely different senses.

This second approach, expanding the query, presupposes that the system would

know how to expand a term if it knew what senses of the terms in the query the user
had in mind. This is not necessarily so. It is clear that morphologically related words
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would be useful, and that getting them is not as simple gs stemming algorithms make it
seem. For instance, “neatness” is a legal morphological variant of “neat” when it
means “orderly” (2 neat room), but not when it means “undiluted” (2 neat drink). If
the user includes “neat” in 2 query, a straightforward stemming algorithm will either
always or never match “neatness™, thus systematically erring for one of the sensges.
Hence including morphological relations and expanding on them involves an improve-
ment over stemming algorithms, and is almost surely desirable. What else?

Using synonyms is a glaringly obvious idea. But there are hidden pitfalls, even
given disambiguation. Essentially, there are very few true synonyms. Most word pairs
identified as synonyms in dictionaries in fact have at least-subtly different meanings.
- So while syronymy ought prima facie 10 be transitive -- if x is a synonym for y and ¥y is

-2 synonym for z, then x should be 2 synonym for z -- in fact it isn't, We have anecdotal
evidence @ that someone has measured the average length of the chain through idenij-
fied synonyms from a given word to its antonym in one of the Collins dictionaries, and
it came to seven. So obviously it is a bad idea to look Séven synonyms away expecling 1o
find synonyms, at least in-that dictionary. How far should the system look?

It is fairly obvious that the system should look dewn the taxonomic hierarchy at
least a little; people interested in cats are probably interested in Persian cais. But how
far does this generalize? Are people interested in mammals really interested in frost
point Siamese cats? At what point does the system decide that the expanded terms
indicate that texts involving them but not their superordinates are getting too special.
1zed for the user’s interests? Conversely, it seems obvious that going up the taxonomic
hierarchy is often not appropriate, People who want information on frost point
Siamese certainly don’t want information on animals in general, or even jusi on mam-
mals. But is it equaliy obvious that they don’t want to hear about other kinds of
Siamese, or Siamese in general, without considering point color?

We mentioned earlier that there is some preliminary evidence that expanding on
lexical relations helps in information retrieval  (see  [Evens et al. 1985] [Fox 1980),
[Jemsen and Binot 1988], and [Lesk 1987]). But to date, there is lirtle evidence on whick reis.
tions are most vseful, or how far to pursue expansion. There is good reason 10 believe
that the only way to find out is to run experiments and see. With the lexicon described
above, including the ability to define a2 wide variety of paths dynamically, such studies
can be run effectively, and several are planned for the relatively near future,

Putting the Lexicon to Multiple Uses

Relational lexicons are not restricted to uses in IR, whether on the text or the
guery side. They also have applications in natural language understanding and gener-
ation systems, and potential for ¢xtension into multilingual contexts, including
machine translation and computer-aided language instruction, although the
multilingual potential is far more conjectural at the moment than the single-language
applications,

Given the current state of computational linguistics, it is already an intriguing
idea to have a single lexicon that can be used by two programs, ler alone by programs
with fundamentally different areas of application. A separate project at Virginia
Polytechnic Institute and State University in connected text generation, as yet in the
early stages, plans 1o use a scaled down version of the lexicon actually implemented on
the SNePS software mentioned before to aid in natural language generation. For z pre-
liminary report on some aspects of the project, especially regarding significant uses of
the taxonomic hierarchy which go well beyond the traditional feature inheritance
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through IS-A, see [Cline and Nutter 1989],

In the long run, these separate applications for the lexicon can be brought
together. It is partly this (also a desire to design along principled, linguistic lines and a
reluctance to keep reinventing the wheel every time a system needs to know about
wbrds) that motivates a design which will be reusable across systems. The IR system in
the context of which the initial implementation of the lexicon and experimentation
with it are taking place is a large knowledge-based system (CODER) designed to study
how advanced representational and inferential techniques can be used (o improve
information retrieval [Fox and France 1987; Fox 1987]. CODER goes far beyond indexing docu-
ments and searching on queries. It is a large, distributed AI sysiem, with subsystems
for many different kinds of tasks which could contribute to an IR environment, and
with a2 modularized design which allows cooperation among tasks and extension 10 new
tasks. In this environment, it is anticipated that the lexicon will be used by the
retrieval system for guery expansion, but also eventually by a natural langnage inter-
face, a document analysis sysiem, and the like.

The Holy Grail, then, is not just bigger and better gueries. We have in mind &
-single system, with one relational lexicon, which uses it 10 --

read and understand texts,

formulate and store representations of their abstracts;
talk with users who want to retrieve texts;

understand their requests;

expand them as wseful; and finally

explain what it did and what it found.

x % 2 ox & ¥

Today, this system is still a distant goal. But it is worth noting that the architecture
which would be needed to put the parts together exists now, and several of the parts
exist in prototype form. Hence while the guest will be difficult, we do know which
directions to start out in, and what the goal will look like when we find it. =

CONCLUSIONS: THE STATE OF THE ART, LIMITATIONS, AND QUTLOOK

Up to now, this paper has looked at what has been done, and what can be done. Before
closing, it seems appropriate to look at what has yet to be done, and what may noi be
possible to do, at least in any near future. The previous section broadened our scope to
look at a wider challenge. Narrowing in from that utopian outlook to the original, more
precise task of building the lexicon, three roadblocks present themselves.

1. Not everything can be gotten out of the dictionaries yet.
2. Realistic lexicons need more information that isn't in the dictionaries,
3. The sheer size of these systems starts posing serious problems.

Getting Everything out of the Dictionaries

Dictionaries use specialized language, but they also use general English. Complete
understanding of all of a given dictionary's definitions essentially entails solving the
full natural language understanding problem. This is so big and so hard that nobody is
even working on it: lots of people are working on lots of corners, but the full problem
is out of sight. It won't be solved in the next decades. So at least some content of the
dictionaries will continue to eiude vs for a long time to come.
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This problem is frustratingly acute when it comes to trying to understand usage exam-
ples. Usage examples are clearly one of the more useful (to humans) aspects of dictio-
naries. They tell a great deal about things like selection preferences (the verb “drink”
can be used in many ways, but it prefers an animate subject and a liquid object) that are
very useful to applications in natural language understanding and generation and that
are difficult to find in other ways. But the usage examples are the one part of the defj-
nition most likely to use English in its fullest generality. How can a parsing system
tease out the lexical information desired without having to solve the natural language

~understanding problem first?

Also frustrating is the problem of inconsistent formula use. Most traditional dic-
tionaries, which form the pool of available MRDs, are compiled by people using little
slips of paper. Under these circumstances, any regularity in definition forms is a tri-
vmph. Dicrionaries clearly strive for standardized ways of expressing relations, but
they sometimes miss. It is frustrating to fail to identify a perfectly familiar and analyz-
able relation because in this definition, the dictionary uses a rare variant defining for-
mula which the concordance approach did not pick up.

Missing Lexical Inmformation

Some kinds of lexical information simply are not in dictionaries. One example is the
problem of proper names. It is arguable that some names should simply be taken ag
grammatically structured sirings (yes, there is a given name/family name structure
which can be derived, but the individual names are simple facis which may be
completely individual and should simply be accepted). But common sense says that
while this may be 2 reasonable approach to a name like “D’Vearz Plavcan” 13, 11 is
wrong to apply it to “Richard Nixon™, or even “Michael White”. Some entire names
{like “Richard Nixon™) should probably be recognized whole, and certainly common
name elements (like “Michael” and “White”) should be recognized separately. There
are huge numbers of such names, and by-ang-large, they don’t occur in the dictionary.
The same goes for names of places, buildings, and anything else that has a proper
name.

There are other kinds of missing information: new words, for instance. They are
relatively rare in what one might think of as “core English”, but they crop up in tech-
nical sublanguages all the time. How can lexicons keep up-to-date, including words
that have entered the language but may not yet appear in dictionaries?

Technical sublanguages present problems of their own, A philosopher trying to
do retrieval on issues in analytic epistemology probably does not want to rely on either
the dictionary definition of “analytic” or the dictionary definition of “epistemoiogy”,
although both entries exist in most dictionaries. It is actually unclear whether the
~problem is worse for people like philosophers, for whom the terms appear in dictionar-
1es but without a suitably technical definition, or for (say) lawyers, many of whose
terms may not appear at all. Some fields have technical dictionaries, some of which are

even available in machine-readable form. But that is by no means the rule, Suppose an .

on-lime texi database includes.the full contenis of a university library. 1In this case, no
reasonable assumptions about the domains the base covers can limit the range of
vocabulary that documents and queries will nse. It now becomes clear that IR systems
will need comprehensive technical vocabularies, and it is unclear where to get them.
Research is also ongoing on how to identify and process definitions which occur in
non-dictionary texts, but to date has achieved only limited success. So while Processing
dictionaries gives a start, it is only a start.

Page 13




Nutter, Fox end Evens Building a Lexicon from MRDs

"Problems of scale

Traditional computational lexicons sit in main memory, where they take up an amount
of space that is negligible in terms of interfering with other system operations. This is
because most traditional computational lexicons are toys. Thinking in terms of infor.
mation retrieval, it is clear that toy lexicons will not do. Ii 1s possible to go through the
text collection (assuming, which may be false, that it is fixed) and identify all the terms
that occur in it. Restricting the lexicon to those terms might work if the system dealt
only with the text base. But it must deal with queries. If users always knew exactly the
terms that occurred in the documents and exactly how they-are used 1o index the collec-
tion, there would be no need for improved retrieval. The whole problem is that users
haven't generally read the documents they are trying to find, and if they have, they
don’t remember the words (as opposed to ideas) in them. Users speak English, and the
system has to deal with that.

It follows that lexicons have to be dictionary sized and larger. But the lexicon
doesn’t just hold strings. It stores siructured entities relating ideas. The natural way (o
do that is to use a semantic network. But this approach runs into three probiems.

First, the lexicon won't fit in main memory. It’s much too big. It won't even fit in
‘the addressable virtual memory space of many machines. That means that building it
needs referencing abilities that simply are not found in existing Al software. Second,
even if it would fit into the virtual space, there is no locality, and the machine will
spend virtually all its time swapping. With highly connected structures of this kind, we
can’t afford to rely on, for example, the UNIX paging algorithms. Third, never ming,
because the usual Al langnages won't let programmers build what the iexicon needs.
The current estimate of the total count of nodes in the lexicon network is in the neigh-
borhood of 230, The system will barely have begun building the structure when it
overfiows the LISP or PROLOG hash table. Present Al languages just plain can’t handile
that many objects. -

This means that building the lexicon entails building a separate network manager
and database back-end, which is why our lexicon does not actually use the SNePS sofi-
ware. SNePS supports many desirable facilities, some of which we do not anticipate
being able to reimplement soon, the most important being a style of node-based infer-
ence that is predicate-logic-like. . Because that goes beyond current projects, the
 backend design enhances path-based inference to include some aspects (especially
restrictions) which would normally be done in SNeP§ by combining node- and path-
based reasoning. The resulting sysiem, LEND (Large Extended Neiwork Database), will
use perfect hashing to construct jts bases, and supports both semantic network and

hypertext functions [Fox et sl. 1989: France ot al. 1989;. The LEND design is Very near comple- -

tion, and many of its modules have been implemented in prototype form.
Where We Are, and Where We’re Geoing

The work reported here has identified thousands of lexical relations among terms, some
of which have been load into parts of LEND. For proiotype experimenrs, stripped down
‘ versions which are small enough to fit can be loaded into SNePS. A fully functional
relational lexicon remains a goal, bat now 2 rapidly approaching one. Once achieved, it
will not be complete, for the reasons giver above, but it will be extendible. In other
words, all the limitations except the first are ordinary research issues, and researchers
are currently working on them all. The state of the art can't do it ‘now -- but in five
years, who knowg?
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ENDNOTES

[1] Actually, they are 2 special kind of semantic markers, namely object property
markers. For the purposes of this example, we will ignore this further level of the
hierarchy. For an idea what semantic markers are, see the appendix, which lists
some of the relations we consider in this class.

[2] Personal communication, Patrick Hanks, February 1989,

[31 No, we don’t know anybody named D’'Veara Plavcan. But the first author hag
“known someone with the given name D’Veara and someone else with the family
name Plavcan, so in a few generations there could be one....
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