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ABSTRACT

Recent advances in computer hardware and storage devices will allow inexpensive personal systems to be used by individuals to rapidly access vast collections of text. Research into database management, artificial intelligence, and information retrieval can all be applied to develop advanced retrieval systems. Retrieval models based on browsing, extended Boolean, vector, probabilistic, and artificial intelligence approaches have all been advanced as more effective for searchers than conventional methods. The CODER project aims to integrate these techniques. Ultimately it is hoped that CD-ROM based information retrieval systems will be released with many of the capabilities mentioned.
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1 INTRODUCTION

1.1 Background

The long anticipated day of personal access to large databases is nearly here! Will the research methods developed in the field of information retrieval over the last four decades be useful? Will they be considered by developers of PC-based CD-ROM systems? This report is an attempt to answer these two pressing questions, by highlighting areas where “yes” is the proper response.

In 1945, Vannevar Bush published his seminal article, “As We May Think” [10], in which he envisioned a device called Memex that would transform a desk into a portal to the world’s stored knowledge. Not only would it be possible to access information, but it would also be possible to record one’s trail of investigations and share those associations with others.

In the last four decades, researchers in the little known field “information retrieval” have struggled with technological and scientific issues in their attempt to create systems with some of the capabilities of Memex. While Bush’s dream was initially described in terms of microfilm and mechanical devices, today’s designers have microcomputers, fiber optic networks, and laser discs. Technologically, we are much closer to the “paperless society” [50]. More important in many ways, however, is the fact that computer science has emerged as a key area of research in the new “Information Age” and that the field of information retrieval has matured into a cross-disciplinary investigation of the problems of text analysis, indexing, knowledge representation, storage, access, and presentation.

For years, work in information retrieval has been limited because of the tools available. Today, computer hardware with tremendous speed and storage capacity has become easily affordable. Now there is a chance to use innovative approaches to develop new retrieval software, and to test that out with large collections of information. At Virginia Tech, for example, freshman majoring in computer science in 1985 bought microcomputers as shown in Figure 1, with 1 megabyte of RAM, 10 megabytes of disk, a 400,000 byte diskette drive, a mouse, and a fairly high-resolution bit-mapped display. They use the sophisticated UNIX (Trademark of AT&T Bell
Laboratories) operating system, and have compilers for the C, FORTRAN, and PASCAL languages. In 1986 they will each be given a powerful automatic information retrieval package, descended from the SMART system [77], which in 1978 required a large IBM 370 computer to function.

FIGURE 1: Virginia Tech CS Micro

Microcomputers and laser discs have captured the imagination of computer scientists and users alike [34]. What is needed is a coalescing of those two developments with the fruits of retrieval research, as shown in Figure 2. Now it is possible to leap-frog beyond current systems with quantum improvements in all three areas. The result will be an exciting range of products bringing us another step closer to what Vannevar Bush really envisioned.

FIGURE 2. Challenging Merger

1.2 Focus

Papyrus was the world's first paper, and revolutionized the recording of information. Today, CD-ROM is playing a similar role. However, providing access to that information becomes of even more paramount importance, due to the sheer volume of material available. Access to information has many dimensions, though, as can be seen in a recent survey [25].
This report will focus primarily on access methods and techniques developed in the area of information retrieval. That itself is a broad subject; more detailed texts such as [44], [92], or [78] should be consulted by readers interested in learning more. Because of its focus on research, this report will not describe current systems, services, or products except for purposes of contrast or explanation. Rather, discussion will center on models, on experiments testing system effectiveness, and on indexing/retrieval/interface methods.

2 RESEARCH ISSUES

Information retrieval (IR) is a cross-disciplinary field investigated by librarians, linguists, psychologists, and computer or information scientists. As can be seen in Figure 3, two of the closest areas to IR are the study of database management systems (DBMS), and of artificial intelligence (AI).

![Figure 3. Related Fields](image)

What is distinctive about IR is the need to work with:

1) Unstructured data, unlike the structured data of database systems.
2) Text, possibly in concert with numeric and image data.
3) Very large collections, often larger than those handled by a DBMS, and much more heterogeneous than those investigated by AI researchers.
4) Effectiveness of access, measured experimentally.

Certainly, DBMS and AI researchers confront some of these issues, but they are not necessarily of central interest. Point 2 above is clearly important for linguists; point 3 for library and information scientists; and point 4 for cognitive psychologists. Each of these points will be touched on in later sections, while a slightly different topical organization will be considered below.
2.1 Representation

How information is viewed by system designers and users is one of the key differences between the areas of DBMS, IR, and AI. Figure 4 illustrates the distinction in terms of a collection of bibliographic citations. The tabular form shown is similar to that possible with relational database management systems; since the reader is probably familiar with this viewpoint, little further discussion below is warranted. The text form, with embedded codes, is used as input to several information retrieval systems. The network diagram at the bottom is illustrative of the various AI schemes for semantic network types of knowledge representation.

FIGURE 4. Representations Of Citation Data In Database, Ir, Ai Systems

<table>
<thead>
<tr>
<th>BIBLIOGRAPHIC CITATIONS</th>
<th>T</th>
<th>.T</th>
</tr>
</thead>
<tbody>
<tr>
<td>TITLE</td>
<td>A</td>
<td>.A</td>
</tr>
<tr>
<td>Author1</td>
<td>P</td>
<td>.P</td>
</tr>
<tr>
<td>New P.</td>
<td></td>
<td>.Y</td>
</tr>
<tr>
<td>1984</td>
<td></td>
<td>1984</td>
</tr>
<tr>
<td>Title1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Author2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>New P.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1984</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Title2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Author3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Publ. X.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1985</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Due to the proliferation of DBMS packages, attention has been given to integrating IR and DMBS technology. Dattola developed the FIRST system merging a network database and a clustered retrieval system [20]. Crawford advocated the adaptation of the relational model for IR purposes [17], and with Macleod viewed IR as a database application [53]. Developers of database systems have made special adaptations to better support document processing [88]. Some
commercially available retrieval systems claim to integrate DBMS and IR processing, but no elegant merger of the concepts has yet emerged. Clearly many techniques employed in database systems, such as B-trees [3], are used in retrieval systems in various components [14] such as dictionaries, but direct use of a database for information retrieval is problematic [28]. Partial match methods suitable for DBMS [66] may also be unsuitable for IR applications when variable length queries and large collections are involved.

Other work has focused on the non-textual data relating to documents, and shown the value of that additional type of information. Citation data can lead to co-citation diagrams which highlight the areas in a field and inter-relationships involved [84]. Bibliographic coupling is also of value [4]. When these relationships are used in concert with descriptive and textual data, the resulting representation, according to results with two test collection developed to explore this possibility [29], can lead to even more effective retrieval [26].

2.2 Text Processing

Traditionally, text has appeared in manuscripts, journals, reference works, periodicals, reports, newspapers, correspondence, and other forms. Computer methods to aid in the creation and layout of text items, such as word processing, electronic messaging, and photocomposition, have led to the availability of machine readable texts in ever increasing numbers. Standards work will accentuate that trend [47]. Attendant issues of analyzing, indexing, storing, and accessing text have been central to much of the work in modern IR [78].

The simplest way to access text is to search it directly. Much as people scan the words on a page, much faster computers can also search sequentially. Clever algorithms can speed up the process [8], and further improvements are possible with special hardware [41]. Research in this area is ongoing at such sites as Utah [45]. When inexact string matching is needed, additional complexity results [39]. As is discussed later, however, more complex models of text documents can allow large collections to be efficiently searched with less expensive systems.

Relating to modeling document structure is the issue of indexing document content. Most indexing is performed by human beings without the aid of computers [7]. Early studies have
shown however, that simple indexing languages that can be processed on computers can be highly effective [13]. Indeed, when article titles and abstracts are automatically indexed, retrieval appears to be as good as when high quality manual indexing takes place [74]. With the advent of numerous large full-text databases [90], however, searches of unindexed "free-text" often take place instead. Since a majority of the relevant entries are likely to be missed in such searches [54], it may be more appropriate to employ automatic indexing techniques, especially in the many situations where manual indexing is impossible or awkward (eg., for a person's electronic mail, in an office [19], or in a dynamic collection). Complex morphological analysis and sophisticated retrieval methods incorporated into one full-text retrieval system suggest that automatic processing may indeed be of great value [12].

2.3 Experimental Collections

When people search through text collections, they are able to decide whether located items are relevant to their particular search need. Computerized retrieval systems should find exactly those items that are relevant -- ignoring items that are non-relevant, and locating all of the relevant set. That is to say, they should have high precision as well as high recall.

To determine the most effective indexing and retrieval methods, therefore, test collections have been devised, including: a set of "documents," a set of queries, and a list of which documents are relevant to each query. Ideally, there should be a large number of documents and queries so that statistically valid comparisons can be made, and so that the test collection is of sufficient size to be considered "realistic" [87].

Information retrieval experiments have often been viewed as irrelevant (eg., [54]) because of the use of small collections. However, this author has observed a number of results which do scale up from small to fairly large collections. In addition, bigger and bigger collections have been used over the years, as is shown in Figure 5. The first four collections listed were used by this author in previous studies [27], and the fifth should be used for some 1986 studies. For the larger collections, recall is difficult to measure since searchers will only supply relevance judgments on a
small subset of the documents. Nevertheless, various relative measures or estimation techniques can be employed.

**FIGURE 5. Growth In Size Of Test Collections**

<table>
<thead>
<tr>
<th></th>
<th>68</th>
<th>71</th>
<th>82</th>
<th>82</th>
<th>86</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADI</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medlars 450</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ISI 1460</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>INSPEC 12,684</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VITALS 300,000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**KEY**
- Full relevance information
- Relevance by repeated searching

It has been shown that when a number of searches are carried out, there is little overlap between the sets of documents retrieved [48]. This suggests that for high recall on large collections, multiple searches should be conducted. One approach would then be to carry out searches according to each of the models described below.

### 3 Models

Much of the research in IR has been based on one of four different types of models of the field. Traditionally, the Boolean model has been most widely upheld. The vector and probabilistic models have shown promise in laboratory tests. With recent advances in display and pointing devices, browsing models have been advanced. Finally, due to the promise and popularity of AI, a good deal of attention has been given to AI-based models. Each of these models is discussed below, in order of their complexity.

#### 3.1 Browsing

In libraries, people work with the card catalog (or its equivalent) and/or browse in the stacks. When using reference works, people frequently follow implicit or explicit "pointers" or skip around looking for particular items. Now that large high resolution displays are available for computers, effective use of such two-dimensional devices is of particular interest [33].
The Smalltalk-80 system has been implemented to provide such an environment [36]. Since hierarchical organizations of knowledge are commonplace, the language and displays support that perspective [35]. An example of the “System Browser” is shown in Figure 6. Once Smalltalk is thoroughly understood, program development for broad classes of applications becomes especially convenient.

**FIGURE 6. Smalltalk-80 with browser**

Weyer explored the value of a browsing model of searching books [94]. Figure 7 gives a crude portrayal. The key point is that users can see several adjacent displays supporting various types of access to a book, and can easily explore useful links. Responses to a question can be located using the Table of Contents, the Index, other pointers, or by the aid of text searching.

**FIGURE 7. Dynamic Book**

<table>
<thead>
<tr>
<th>Areas</th>
<th>Cmds.</th>
<th>Question</th>
</tr>
</thead>
<tbody>
<tr>
<td>Command</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Answer</td>
</tr>
<tr>
<td>Subject</td>
<td></td>
<td>List of Subjects</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Subject Index</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Sub-Subject Index</td>
</tr>
<tr>
<td>Title</td>
<td></td>
<td>List of Titles</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Chapters</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Sections</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Sub-Sections</td>
</tr>
<tr>
<td>Text</td>
<td></td>
<td>Lines of text taken from the dynamic book, with words that match the words selected in the subject index shown in bold face.</td>
</tr>
<tr>
<td>Subject References</td>
<td>For Chapter</td>
<td>For Section</td>
</tr>
</tbody>
</table>
On a somewhat larger scale, electronic encyclopedias provide browsing-based access to large reference works [15]. As can be seen in Figure 8, all of the cross-references found in an encyclopedia can supplement what is available in a dynamic book. Furthermore, special capabilities can be build into such systems to understand units of measure, foreign words, or alternative map presentations. Lessons, simulations, and other enhancements can also be incorporated.

FIGURE 8. Electronic Encyclopedia

<table>
<thead>
<tr>
<th>Query</th>
<th>Index</th>
<th>Page No.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Section Title</td>
<td>Author</td>
<td></td>
</tr>
<tr>
<td>Section Table of Contents, Xrefs</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Section Text</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diagram</td>
<td>Simulation</td>
<td></td>
</tr>
</tbody>
</table>

For large collections of documents, integrating browsing with other access methods is of particular appeal. Caliban is the first retrieval system with that orientation [32]. It employs some of the most useful search techniques along with multi-window display and browsing. The appeal of this model has encouraged other researchers to incorporate some of the ideas of Caliban in more recent systems that employ AI methods as well [91].

3.2 Boolean and P-Norm

Most retrieval systems require users to describe their search interest in terms of a Boolean expression, where key words or other atomic elements are combined into clauses, and clauses are combined with other components, by AND, OR, or NOT operators. Figure 9 illustrates this approach. Part (a) is an English language statement of interest that might be appropriate for a reader of this report. Part (b) is a typical expression of such an interest as a Boolean query. For those with a computer science bent, part (c) gives an equivalent form using “prefix” notation. That can be directly mapped into the tree structure in part (d) which illustrates the relationship of the various concepts.
A) INFORMATION RETRIEVAL SYSTEMS WITH OPTICAL DISK STORAGE SUCH AS CD-ROM ATTACHED TO STANDARD PERSONAL COMPUTER

B) (IR OR (information AND retrieval) OR (document AND retrieval)) AND ((CD-ROM OR CDROM OR (compact AND disk AND (ROM OR read-only OR memory or stor^*)))) AND (PC OR PC-AT OR PC-XT OR (personal AND computer AND IBM))

C) AND ( OR ( IR, AND (information, retrieval), AND (document, retrieval)), OR (CD-ROM, CDROM, AND (compact, disk, OR (ROM, read-only, memory, stor^*))), OR (PC, PC-AT, PC-XT, AND (personal, computer, IBM)))

D) [Diagram of a tree structure with nodes labeled with logical operators and terms such as IR, AND, OR, CD-ROM, PC, PC-AT, PC-XT, AND (personal, computer, IBM).]
It should be noted that the original form of part (a) could not be directly utilized. Indeed, it is difficult to construct good Boolean queries, and so “search intermediaries” are often trained to carry out online searching [57]. They add in terms not included (e.g., document), provide synonyms (e.g., PC) or alternate spellings (e.g., CDROM), truncate words to allow for morphological variants (e.g., stor*), drop function or high-frequency terms (e.g., with, systems), and add in Boolean operators. It is rarely necessary to use NOT. OR is required when any type of “searchonym” [2] is involved, while AND must be used sparingly so as not to diminish recall. When high precision is needed, metrical or proximity or adjacency operators are also employed, since it is less likely for terms to appear near each other than to simply both occur in the same document.

The entire process of carrying out a Boolean search is summarized in Figure 10. In reality, there is usually a good deal of interaction between the end user and the searcher, and between the searcher and the system, in order to construct a good query. A part of that latter dialog is shown in Figure 11. A retrieval system accepting Boolean queries typically includes an “inverted file” which supplies the “ postings” information shown in Figures 10 and 11. Thus, whereas the document file is stored as a set of documents, each of which has words, the inverted file (IF), depicted in Figure 12, turns that organization upside-down. For each term (e.g., key word, special phrase, thesaurus class), there is a list of all documents in which it appears, along with the length of that list (i.e., the postings). From Figure 11 it can be seen that a searcher will not only consider the words given and their semantic relationships, but will also note how frequently words occur, or how commonly they co-occur. A Boolean query thus will often evolve in steps, and while the final query will always retrieve a reasonable number of “hits,” it may have a very complex syntactic and bizarre semantic structure.
FIGURE 10
BOOLEAN QUERY FORMATION
AND
INVERTED FILE SEARCH
FIGURE 11
INITIAL SECTION OF DIALOG FOR BOOLEAN QUERY PROCESSING

> information
1) INFORMATION 2300
> retrieval
2) RETRIEVAL 749
> document
3) DOCUMENT 892
> 1 AND 2
4) 1 AND 2 539
> 3 AND 2
5) 2 AND 3 372
> IR
6) IR 452
> 4 OR 5
7) 4 OR 5 627
> 7 OR 6
8) 6 OR 7 704
> CD-ROM
9) CD-ROM 421
> CDROM
10) CDROM 121
> compact
11) COMPACT 82
> disk
12) DISK 1583
> 11 AND 12
13) 11 AND 12 48
> ROM
14) ROM 567
> read-only
15) READ-ONLY 391
> memory
16) MEMORY 3865

FIGURE 12. SIMPLE INVERTED FILE ORGANIZATION

In spite of the ubiquitous nature of Boolean query systems for IR, there are many limitations and problems with such systems. As can be seen in Figure 11, it is difficult to identify the correct size set of documents that should be retrieved. When all terms thought to be useful are put together into a suitable query, the resulting retrieved set may be much too large or too small. Furthermore, if there is a large set, the documents are usually randomly ordered, so the most useful one may well be at the end.
The SIRE system was devised in part to explore the effects of ranking the set of documents retrieved by a Boolean query [61]. In addition to storing the list of documents in which a term occurred, the number of times a term appeared in each document was recorded in the inverted file [55]. A variety of formula for ranking the retrieved documents were compared in order to group similar schemes and identify the best ones [56].

Even in SIRE, however, the searcher cannot specify which terms are most important. One notation for expressing relative importance was proposed in [5]. When Boolean logic is generalized so that there are degrees of truth in the range of zero to one, then a document can be indexed by a term to a partial degree, and truth values can be viewed as measuring the similarity between a query and each document. Figure 13 illustrates the value of having such “fuzzy” sets rather than simple Boolean sets of retrieved documents. It is likely that relevant documents will have higher similarity and so will appear close to the top of the list; more documents will typically be retrieved as well, aiding with recall.

**FIGURE 13. Sets of Retrieved Documents**

<table>
<thead>
<tr>
<th>A. FUZZY SET</th>
<th>B. BOOLEAN</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Document</strong></td>
<td><strong>Document</strong></td>
</tr>
<tr>
<td>ID001</td>
<td>ID003</td>
</tr>
<tr>
<td>ID742</td>
<td></td>
</tr>
<tr>
<td>ID819</td>
<td>ID019</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>ID253</td>
<td>ID029</td>
</tr>
<tr>
<td>ID006</td>
<td>ID003</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>ID997</td>
<td>ID897</td>
</tr>
<tr>
<td><strong>Similarity</strong></td>
<td><strong>Similarity</strong></td>
</tr>
<tr>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>.834</td>
<td></td>
</tr>
<tr>
<td>.632</td>
<td></td>
</tr>
<tr>
<td>.104</td>
<td></td>
</tr>
<tr>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>0.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

Such a ranking can be produced when Boolean queries are interpreted according to the “p-norm” scheme [80]. In addition to having relative weights on query terms, and degrees of indexing (in range 0 to 1) on terms in each document, one can vary the strictness of interpretation of the OR and AND operators (in similar fashion to the “softening” suggested by Paice [64]). That is to say, the conjunction of a number of terms will retrieve documents where all terms need not be
present, albeit with a similarity less than 1. Also, the disjunction of terms will lead to higher similarity when several of the terms are present as opposed to when only one is present. To quantify the degree of strictness, a “p-value” can be chosen in the range of 1 to infinity, where 1 gives the least strict interpretation. The p-value identifies which in the $L_p$ family of norms is employed to measure distance from a suitable ideal point (since OR queries should be far from the 0 point, and AND queries should be close to the 1 point), as can be seen in Figure 14. Note that $p=2$ specifies standard Euclidean distance. The curves shown connect points for documents that have equal similarity to the given two-term queries [27]. They demonstrate the range in strictness from the $p=\infty$ case, where AND is viewed as MIN and OR is viewed as MAX, to the $p=1$ case where AND=OR=AVERAGE.

**FIGURE 14. P-Norm Equi-Similarity Contours**

a) Query: $A \text{ OR}^p B$

b) Query: $A \text{ AND}^p B$

Experiments indicate that the p-norm scheme leads to more effective retrieval than traditional Boolean systems [80]. P-norm queries can also be automatically constructed from simple lists of keywords [79]. When a user is presented with the first ten or twenty documents retrieved by a p-norm or Boolean search, and indicates which of those are relevant, automatic construction of a new “feedback” query is possible too. Typically, this query is better than the original query [81].

### 3.3 Vector and Probabilistic

The vector and probabilistic models both developed out of early investigations into the statistical characteristics of text collections. Specifically, the vector space model is based on the
observation that the frequencies of occurrence of terms are indicative of their importance [76]. Similarly, the probabilistic model relies on Bayesian theory, presuming that term importance can be estimated as a result of contrasting the occurrence characteristics of text terms in a feedback set of relevant documents with occurrence values in the rest of the collection [70]. Both of these models are discussed at length in [78]; the description below deals only with the key features.

Figures 15 and 16 illustrate the vector space model, giving examples of spaces for 3 terms and for T terms, respectively. Three of the terms from the query in Figure 9a are chosen in Figure 15, where documents are represented by points whose location is determined by the number of times each of the terms occurs. The query Q can likewise be located in the space. Relative weights on the terms allow one to indicate which are most important. Retrieval can be viewed as locating documents that are "near" the query, based on a suitable definition of similarity. In Figure 16, an idealized view of the T-dimensional space determined by the T different "concepts" in the collection, documents and queries can both be placed. Similarity can then be computed, for example, as the cosine of the angle between a query and document vector.

**FIGURE 15**

**VECTOR SPACE MODEL: 3-D EXAMPLE**

![Diagram](image)

**KEY:**
- D1 document mostly about 'information'
- D2 document mostly about CD-ROM
- Q query about all 3
Figure 16 shows one way to represent the vector space, using matrix notation. Each of the T concepts present is associated with a column, and each of the N rows defines a collection document. The value for document I and term J, $d_{ij}$, indicates the importance of that term's appearance. If the cosine similarity measure is employed, "TF*IDF" weights are easy to compute and give good performance; they are the product of the number of times the term appears in the document (the TF or term frequency component) and the inverse document frequency (IDF, figured as the log of $N/DF_j$, where the DF is the number of documents in which the term appears). A similar value can be used for p-norm computations, except that normalization to the range of 0 to 1 is required [27]. In any case, the document-term matrix in practice is very large, but since it is sparse can be compactly represented. If one stores data by column, an extended inverted file like that found in SIRE results. Storing by row results in a file of document vectors.

**FIGURE 17. DOCUMENT-TERM COLLECTION MATRIX**

<table>
<thead>
<tr>
<th></th>
<th>I</th>
<th>J</th>
<th>K</th>
<th>...</th>
<th>T</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>d-11</td>
<td></td>
<td></td>
<td></td>
<td>d-1T</td>
</tr>
<tr>
<td>1</td>
<td>d-12</td>
<td>d-i1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td></td>
<td>d-ij</td>
<td>d-ik</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td>d-IT</td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>d-N1</td>
<td>d-Nj</td>
<td>d-Nk</td>
<td></td>
<td>d-NT</td>
</tr>
</tbody>
</table>

DOCS
Figure 18 idealizes the vector feedback process [71]. A query, Q0, is transformed into a vector, and then a set of “nearby” documents is initially retrieved. The searcher identifies the (3, in this case) relevant documents. A new feedback query, Q1, is constructed from Q0 by moving closer to the relevant retrieved documents. Presumably, Q1 will do a better job than Q0 in retrieving relevant documents.

**FIGURE 18. VECTOR FEEDBACK**

- Relevant Doc.
- Non-relevant Doc.
- Initially Retrieved Docs.

Metrical feedback follows a similar model, but also considers the number of intervening words between occurrences of terms that are to be added to the original query [2]. Probabilistic feedback has like effect, but the construction of Q1 is instead based on a term relevance [70] or term precision formula [75]. Probabilistic weighting schemes are discussed in more detail in [92]. An early implementation of probabilistic retrieval for a practical retrieval system is described in [67]. Probabilistic feedback has been incorporated in recent versions of the SMART system [9], and has been adapted for several p-norm algorithms [27]. It is also possible to obtain some of the benefits
of probabilistic retrieval when accessing a conventional Boolean system, if sufficient processing is carried out by an intelligent front-end system [59].

In addition to supporting vector retrieval, the document-term matrix has been used to rationalize term or document clustering. The earliest thorough term classification study, described in [86], demonstrated that terms which co-occur in similar sets of documents tend to be ones that should be grouped into (thesaurus) classes. This technique could aid in semi-automatic selection of term classes when collections are not too large to warrant the relatively expensive processing.

Document clustering has been more thoroughly studied and shows greater promise. Figure 19 illustrates the process, where a number of similar documents are described by a centroid (named since the vector centroid can be so employed), where similar centroids are grouped under super centroids, etc. It is possible for the clustering to be overlapping, as shown for the second and fifth documents, since documents may often be about several topics. A top down search allows rapid identification of a few relevant documents, if at each point a depth-first selection is made of the best centroid to consider next.

**FIGURE 19. CLUSTER HIERARCHY ORGANIZATION**
Clustering algorithms have long been used in taxonomic analysis [40]. Clustering using the well known single-link method to build searchable hierarchies was discussed in [46]. For large collections, faster methods which still yield hierarchies that can be searched were also developed (e.g., [20], [96]). Since cluster centroids are often quite large, top down searching may be very expensive, so the bottom up or hybrid scheme shown in Figure 20 was developed [18]. A recent thorough examination of various clustering approaches highlights the complexity of the situation, identifies those situations where clustered searches may be better than inverted file searches, and encourages use of cluster connections to support better browsing systems [93].

**FIGURE 20
HYBRID INVERTED AND CLUSTERED ORGANIZATION**

<table>
<thead>
<tr>
<th>Concept file</th>
<th>Cluster Pointers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Concept String</td>
<td>No. Post.</td>
</tr>
<tr>
<td>hashed</td>
<td>87</td>
</tr>
<tr>
<td>above</td>
<td>524</td>
</tr>
</tbody>
</table>

Vector, probabilistic, and p-norm schemes all presume that the document collection has been automatically indexed. Figure 21 shows the key steps involved, for a hypothetical collection, on an example query. Function words like *with* and collection specific high frequency terms like *system* are stored in a stop word list. Incoming text is broken into tokens such as words, and a trie or
hashing scheme can be employed to identify stop words. The remaining terms are then alphabetized and repetitions are avoided by the inclusion of frequency counts. Normal words are stemmed by a techniques such as that described in [52]. The system dictionary is then searched; new terms in documents are added when they first occur. At this time, document frequency statistics can be updated. Next, a list of concept numbers is constructed. Terms are weighted according to a scheme such as TF*IDF (described above), and vectors are built. Higher performance is possible if phrases are identified as they occur, and if terms with very low frequency are treated as markers of thesaurus classes, prior to weighting.

**FIGURE 21. SIMPLE EXAMPLE OF AUTOMATIC INDEXING**
Given such an automatic indexing process, the overall process of indexing and vector or probabilistic retrieval can be seen in Figure 22.

**FIGURE 22**

AUTOMATIC INDEXING AND FEEDBACK RETRIEVAL
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3.4 AI

The field of artificial intelligence has many sub-areas related to IR. Indeed, a number of IR researchers have worked on problems similar to those studied under AI. For example, O'Connor has employed linguistic methods and discourse analysis concepts, along with suitable heuristics, in order to select "answer passages" from texts [62]. Oddy has focused on the user's model of an information need, and the specification of that need through a dialog with the computer, as the first and crucial step in retrieval [63]. Hahn and Reimer use word expert parsing routines and discourse models, in order to build a knowledge base that condenses text so it can be more easily browsed and searched [38]. Expert systems have likewise been employed to extend the work of Marcus on automating the job of search intermediaries [97].

At the most fundamental level, AI and IR are both concerned with the analysis and representation of the information content in texts. Thus, Evens' early work on lexicons was in the computational linguistics area of AI [24], but has since shown closer ties to IR. Related work by Fox, for example, has demonstrated the value of relational models of the lexicon to aid in IR thesaurus class utilization [30]. Fox is now involved in extending earlier work on machine readable dictionaries [1] to allow several full dictionaries to be automatically analyzed, so that a comprehensive lexicon can be build to support work in both IR and AI.

Knowledge representation is another area of AI that closely relates to IR. Indexing methods and models of retrieval both depend on how the information content in texts can be analyzed and recorded. A recently developed taxonomy of the representation schemes used in IR [85] makes this point clearer, and highlights the need for more IR work in document analysis. The dissertation of Kimura, in the domain of text processing, is of particular interest in providing a framework for modeling large documents [49].

During the last decade, the frame model of Minsky [58] has served as the basis for many AI knowledge representation efforts. Frames support higher level views of information complexes than the semantic networks which have also been intensively studied by AI researchers [69].
Similar in form, but more closely tied to the type of cognitive science work that has evolved at Yale, are scripts [82] and more recent constructs for modeling memory. AI methods for handling temporal data have proved useful for certain IR applications [98], and further research is underway.

The larger question of how to analyze documents for IR is allied to AI work in natural language processing. Logic programming has been developed to help speed up development of language understanding and other tasks, as evidenced by the success of Prolog analysis systems [65]. One version of Prolog has been used for computational analysis of stories [16]. Simple but powerful routines for searching small document collections, for building schema representations of texts, and for question answering have also been demonstrated [83].

A great deal of further work is needed in this area. Parsing systems must become more robust, to handle ungrammatical constructs and a variety of styles and genres [42]. Much of the progress to date relies on utilizing systems that have been tailored for a particular sublanguage [73]. Less detailed analysis is possible, but requires a knowledge base for whatever subject areas are to be found in the text collection [22]. The problem of recognizing the context for a discussion, so that appropriate specialized knowledge bases can be accessed, is unfortunately very hard to solve [11]. Building schemas to represent story structure is also difficult [72]. Clearly, developing systems that can realistically "comprehend" natural language texts is a difficult research problem [68].

At an even higher level, issues of matching user needs with texts are common to both IR and cognitive science studies. Designing a good interface to support human-computer interaction for IR will require extensive research and psychological testing [6]. The need is even greater if simple Boolean systems are replaced by more sophisticated designs incorporating browsing, vector, probabilistic, and AI approaches. One of many AI efforts to develop such natural language dialog systems, with limited modeling of user knowledge and plans, and with special domain knowledge, is the UC project [95], building a UNIX consultant.

The recent emphasis on constructing expert systems [43] is another AI trend that promises to be helpful in retrieval. Several efforts aim to capture the expertise of search intermediaries in
dealing with many different information retrieval services, and in constructing Boolean queries [97]. A more ambitious effort is the integration of browsing with automatic retrieval, where the system has limited models of user and special knowledge about the appropriateness of a given retrieval model and search strategy in each situation [91].

3.5 CODER: Integration of Models

The CODER (COMposite Document Effective/Extended/Expert Retrieval) Project is a comprehensive effort to bring together the best aspects of browsing, Boolean, p-norm, vector, probabilistic, and AI models into a new generation retrieval system [31]. The system is being developed partially in C, for special control and interface portions, but mostly in Prolog. Specifically, MU-Prolog is being employed since it includes improvements to avoid some of the failings of standard Prolog systems, and since it directly supports retrieval from large fact bases [60]. The CODER effort includes a number of important components:

1) Constructing a comprehensive lexicon, by automatically analyzing several full English dictionaries.
2) Developing an architecture based on the blackboard model pioneered in the Hearsay-II project [23].
3) Having multiple experts, each with private rule bases, as well as blackboard-based strategists for both analysis and access of documents, that can run as separate processes on multiple machines.
4) Focusing on sophisticated analysis of complex heterogeneous documents, to determine the type and structure of each “composite document.”
5) Automatically generating a knowledge representation for documents, including multiple vectors, frames, and relations.
6) Storing and updating models for each user, allowing human-computer interaction via a number of different devices (including simple or sophisticated graphics devices, and eventually, speech output).
7) Planning appropriate methods for both analysis and access, based on hypotheses posted by the many different experts.
8) Using AI, p-norm, vector, and probabilistic query techniques along with a knowledge base, inverted file and cluster hierarchy to support searches, feedback, and browsing.

It is hoped that as the CODER system evolves, it will support a variety of different types of composite documents, and serve the needs of a number of user classes, as shown in Figure 23.
## CODER Data, Users

### INPUT TEXT

<table>
<thead>
<tr>
<th>Network</th>
<th>Office</th>
<th>Library</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mail</td>
<td>Correspondence</td>
<td>Books</td>
</tr>
<tr>
<td>News</td>
<td>Reports</td>
<td>Articles</td>
</tr>
<tr>
<td>Files</td>
<td>Publications</td>
<td>Catalogs</td>
</tr>
</tbody>
</table>

### KNOWLEDGE BASE

<table>
<thead>
<tr>
<th>Composite Docs</th>
<th>Lexicon</th>
</tr>
</thead>
<tbody>
<tr>
<td>Raw Text</td>
<td>Dictionaries</td>
</tr>
<tr>
<td>Text Representation Indexes</td>
<td>Domain KBs</td>
</tr>
</tbody>
</table>

### USERS

<table>
<thead>
<tr>
<th>Office</th>
<th>Secretary</th>
<th>Editor</th>
</tr>
</thead>
<tbody>
<tr>
<td>College</td>
<td>Student</td>
<td>Author</td>
</tr>
<tr>
<td>Library</td>
<td>Researcher</td>
<td>Cataloger</td>
</tr>
</tbody>
</table>

**FIGURE 23**
4 PAST, PRESENT, FUTURE

4.1 Online Systems To Date

Today, the normal mode of access to bibliographic or full-text databases is through the use of online services. Large packet switching public networks connect users to information retrieval services such as BRS, DIALOG, Dow Jones, or MEDLARS. Information suppliers obtain their data from information providers.

Some of the databases available have been indexed, and search often requires the aid of trained intermediaries to understand specialized thesauri or other unique features. Boolean queries must be submitted; there is no ability to incorporate relative weights on terms, to use simpler or more powerful notations, to perform feedback operations, to get ranking of output, to rapidly browse, etc. The investment in current retrieval software and emphasis on providing fast and low cost services have made such enhancements irrelevant to managers of most online services.

4.2 CD-ROM Systems Being Developed

With the advent of CD-ROM systems, the initial focus has been to simply make the power of a large online service directly available to the user of a PC. Microcomputer versions of systems like BRS and BASIS provide essentially the same functionality as the mainframe software, with an almost identical user interface. In some cases, though, menu rather than command languages are employed.

Development work has focused on building suitable device drivers, designing file systems, compressing or replicating data, helping information providers organize their data for mastering, and struggling to achieve rapid response to commands. Since many PCs support graphics or color displays, some attention has also been paid to improving the simple line-by-line interaction mode provided by online services.

Another concern has been the integration of CD-ROM with online systems, so that when updates become available, they can be immediately accessed. Online searching, down-loading to local magnetic disks, or distribution of diskettes or laser cards are all possible solutions.

Some more innovative developments are also taking place. Grolier has pioneered work on
electronic encyclopedias to be readily accessible through PCs with CD-ROM readers. The SIRE system (mentioned earlier) has been adapted to run on PCs as well as large minicomputers, and will support CD-ROM databases. In both of these cases, more flexible interfaces than usual are provided.

4.3 Future Possibilities

The challenge raised in this report is to make a quantum leap forward in the practice of information retrieval by integrating the advances in processor and storage technology with the fruits of retrieval research. Storage methods have long been of interest to IR investigators [37], and today, with optical disks such as CD-ROMs becoming readily available, are even more exciting. Studying such large databases will require new experimental approaches, such as the simulation work of Tague et al. which relies on studies of the distributions found in existing collections [89]. But it is likely that many research methods can be applied without a great deal of further adaptation.

What is perhaps most important is that with the advent of hardware that can store and process very large text collections, and is inexpensive enough so as to be targeted for the home market there will be a new emphasis on effective as well as efficient retrieval. Fully automatic processing, where a natural language or enhanced Boolean query can both be handled, and where hidden but sophisticated analysis, indexing, search, and presentation capabilities are provided, will transform the new papyrus, CD-ROM, into a portal to knowledge much like the Memex proposed by Vannevar Bush in 1945!
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